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Abstract—For collaborative tasks, involving handovers, humans are able to exploit visual, non-verbal cues, to infer physical object properties, like mass, to modulate their actions. In this paper, we investigate how the different levels of liquid inside a cup can be inferred from the observation of the movement of the person handling the cup. We model this mechanism from human experiments and incorporate it in an online human-to-robot handover. Finally, we provide a new dataset with human eye+head+hand motion data for human-to-human handovers and human pick-and-place of a cup with three levels of liquid: empty, half-full, and full of water. Our results show that it is possible to model (non-verbal) signals exchanged by humans during interaction and classify the level of water inside the cup being handed over.

I. INTRODUCTION

Perceiving the physical characteristics (e.g. mass) of objects manipulated by others is often important to prepare our own actions, as during the handover of heavy objects. Humans can infer such properties, even when they are not visually observable, through the analysis of the motor behaviour of another human handling an object [1]. Understanding the existence of water, or any liquid, in a cup has been a challenging problem in computer vision and robotics. There have been attempts at training large neural networks to classify the level of liquid from a single RGB image [2], [3], or RGB-depth cameras [4], [5], [6]. Alternatively, other approaches required pouring liquid in a cup to detect the liquid level [7], [6], [5], [8]. However, some challenges are extremely difficult to handle, such as occlusions, transparency of the liquid, different types of cups, colors, and the most important case, opaque cups. Most existing approaches struggle with opaque cups as you might not get the chance to view the cup from an advantageous angle that allows to view the liquid inside [2], [4], or get the robot to manipulate the cup prior [5], [6], [7], [8]. In most cases the cup or object is handed to the robot without any prior knowledge. The problem we are tackling is different from before. Our aim is not through direct visualization of the cup but through human observation and human motion features. We propose a novel perspective that takes into account the human side of the equation. Experiments have shown that human subjects are capable of estimating the weight of an object, through the observation of other people lifting objects with different weights [9]. Wei et al. [10] used human gaze direction to infer the action being performed. We argue that it is possible to understand the fullness level of a cup, to a certain extent, by observing others manipulating it. Previous approaches from Lasrigo et al. [11] and Duarte et al. [12] observed the human kinematic motion during manipulation of cups with or without water to propose models for classifying carefulness motion strategies. Our proposal aims at studying the human-to-human handovers of cups with different water levels [13] and explore the non-verbal gaze cues shared by humans during manipulation. Humans tend to fixate the gaze direction in the regions that are most relevant concerning the executed action [14]. Therefore, exploring the eye-gaze cues should provide us with the relevant information for classifying water levels in cups. Eye-gaze direction is analysed rapidly, automatically and can trigger reflexive shifts of an observer’s visual attention. However, understanding another individual focus of attention involves more than simply analysing their gaze direction [15]. This paper addresses the importance of cues from gaze direction. The authors also suggest that head orientation makes for a better approach in capturing others’ direction of attention. Although we agree with the author’s comments, as it is more challenging to extract eye-gaze information, previous works have accomplished it [16] and there are advantages in doing so. The work presented in this paper explores just that. Castelhano et al. [17] expand on the idea that during real-world scenarios human eye-gaze cues are influenced by others during interactions. They showed that during object manipulation humans fixate the actor’s face as well as the object, which is in line with the experiments presented in this work. There are previous works that have shown the importance of robot-to-human eye-gaze movements [18], [19], [20], while for human-to-robot eye-gaze movements informs whether the human is engaged [21], [22], [23]. Huang et al. [24] use eye-gaze information using a head-mounted eye-tracker to predict the ingredients chosen for making a sandwich. Duarte et al. [25] integrated eye-gaze cues for both humans and humanoids for the robot to correctly adapt to the human, by decoding human action from eye-gaze cues and updating the humanoid’s eye-gaze cues to express action understanding.

The contributions of this paper are fourfold: (i) a publicly available dataset of human head and wrist body motion plus head-mounted eye-tracker data for human-to-human handovers of a cup in three conditions (empty, half-full, and full); (ii) the analysis of human-to-human handovers,
with one cup with 3 different levels of water, to extract the relevant eye-gaze cues and understand the differences in manipulation; (iii) a model capable of learning how to classify three levels of water in a cup from human eye-gaze cues; (iv) the integration of this model in a robot controller for online classification of online human handovers.

II. HUMAN EYE-GAZE CUES IN HANDOVER ACTIONS

This section presents the human-human experimental scenario created to extract human eye-gaze information during handovers of cups with different water levels. This includes the scenario and data description as well as a formal presentation of our publicly available dataset. The section continues with an analysis of the human eye-gaze sensor data during handovers of cups and concludes with an overall discussion of the findings from human eye-gaze movements.

A. Human-Human Experiment Description

The experiment consists of two people sitting on opposite sites of a table and completing a set of instructions hidden in a puzzle set provided to each one of the participants. This puzzle, which can be seen in Figure 1 (a) on the bottom region from the point of view (pov) perspective, has a set of LEGO® pieces that are to be picked up, one by one, and beneath specific pieces, there are instructions to manipulate the available cups. On each side of the table there are 3 identical cups but with three possible levels of water inside: (i) empty, (ii) 50% full, and (iii) 90% full; which for simplicity we refer to as empty, half, and full cup. The action instruction involves manipulating one of the 3 different cups as follows: (1) to grasp it and move it from the initial position (the right of the puzzle) to the left side of the puzzle (final position), or (2) grasp it and hand it over to the other participant in front of the table. Figure 1 (b) shows an example of action (i) and Figures 1 (c)-(e) of action (ii). The instruction indicates the type of action, (1) for pick & place and (2) for handover, and which cup to manipulate. The experiment is finished when both participants pick all the puzzle pieces, building a structure in the process, and all the actions are fulfilled. The pair of participants repeat the experiment a total of 5 consecutive times however the location of the action instructions changes in each repetition. The participants did not know, beforehand, which of the pieces contained an action instruction and the number of action changes for each trial. This is to prevent any anticipatory behaviour by the participants.

Fig. 1. Human-human interaction experiment: video frames from the head-mounted eye tracker field of view camera and corresponding eye-gaze fixation marked in each frame with a green dot. (a) the subject is working on its individual task, (b) moving a cup from the right side of the table to the left, (c)-(e) subject handing over a cup to the other participant.

B. Data Collection Description

The purpose of the experiments is to record the visuomotor movements of both participants. To collect the sensory information of the human eyes-head-arm movements the Pupil Labs head-mounted glasses, and OptiTrack motion capture systems are used. The Pupil Labs glasses are worn by each participant providing the eye-gaze movements. The OptiTrack motion capture (MoCap) system consists of 12 cameras all around the environment and OptiTrack infrared markers are placed on the Pupil Labs glasses and human’s right wrist making up rigid bodies for capturing and 3D tracking of head-gaze and arm movements. The MoCap system provides position and orientation data recorded at 120 Hz whilst Pupil Labs Capture [26] system recorded at 60 Hz. PupilLabs Capture also provides additional information related to pupil detection, the two eye cameras frames, the external (world) camera frames, among other information, which is available on the dataset1. The dataset includes all the raw data provided by the PupilLabs Capture System (raw videos, gaze information, eyes information, etc). For more information on the specifications, please consult the GitHub repository2. It also includes the Cartesian and Quaternion rotations of the rigid bodies present in the study.

A total of 6 participants aged from 22 to 30 years old, 5 females and 1 male, all right-handed, none were members of the lab or the department, and all were naive regarding the purpose of the experiments. A total of 209 cup manipulations are performed: (i) 105 trials are of moving the cups from the right to the left side of the puzzle, (ii) 52 trials are of handing over the cup to the other participant, and (iii) 52 trials of receiving the cup from the other participant (mirror action of (ii)). Present in the dataset are 17, 19, and 16 handovers for empty, half, and full cups, respectively.

C. Human Eye-Gaze Data in Handovers

The eye-gaze fixations provided by the Pupil Labs Capture system are estimations of the focus of attention of the human projected onto the world camera of the glasses giving a 2d pixel location. This location is a representation, in the world camera video reference, of where the participant is looking. Since this is a free-moving reference frame and head-mounted on the participant, the 2d pixel vector points are not useful to understand the non-verbal gaze movements in human-to-human handovers. As a result, it was necessary to process the data acquired from Pupil Labs into meaningful gaze fixations, i.e. eye-gaze cues relevant to the experiments. Henceforth the data was labelled by a master student who followed the sole instruction of identifying the most prevalent gaze fixations in the whole experiment. The student did not participate in the makings of this paper nor was it aware of the purpose of this work. Each video frame from the Pupil Labs recordings was marked with a label corresponding to an eye-gaze cue. The most frequent eye-gaze cues are shown.

1The human pick-and-place and handover actions dataset with video, gaze fixations from Pupil eye tracker, head and wrist movements from OptiTrack motion capture is available to anyone on the institution’s website.

2https://docs.pupil-labs.com/core/software/pupil-player
in Table I and correspond to: looking at the cup (Cup), at own hand (Own hand), at the other person’s face (Face), at the other person is manipulating (Other’s Hand), at the cup the other person is picking (Other’s Cup), when picking LEGO® pieces (Puzzle), looking ahead to where the cup will be placed (Final Position), none of the above and with no particular meaning (Outlier), and a frame with no gaze fixation (No Gaze). Figure 1 has video frames with the projected fixation and the labels are: (a) Puzzle, (b) Final Position, (c) Cup, (d) Face, and (e) Face.

The segmentation of the handover actions is initiated when the participant fixates the cup for grasping and concludes when the handover is completed, which can be identified from the video recordings. These segments were collected for all the participants and the three cups. Table I shows the percentages of frames present in all the handovers collected for each of the aforementioned eye-gaze cues. It is reasonable to comprehend the reason that some of the cues are not present in the handover situation, e.g. the puzzle refers to moments where the participant is not performing an action, and the Final Position is related to the other action. The Own Hand is uncommon to occur in handovers and when it does happen it is usually during grasping or manipulation of the cup, hence we consider those cases as fixating the Cup. As a result, we can evaluate the 3 most relevant eye-gaze cues and compare them against the three possible cups. Figure 2 shows the time spent fixating the eye-gaze cues for the three types of the cup during handovers, ignoring the Outliers and No Gaze frames. A Shapiro-Wilk test was performed and demonstrated that the fixations distribution departed significantly from normality (W=0.9121, p=0.0008). As such, non-parametric tests were used in the analysis.

As expected the analysis revealed that the fuller the cup, the longer the handover duration. To fairly compare the three cup conditions, Figure 2 is representing the percentage of time spent during the handover and not the absolute time spent for each eye-gaze cue. Despite this, there is still a correlation between the time spent fixating the cup and the level of water inside. In the Full condition, more time is spent fixating the Cup than the Face and Hand and the difference is statistically significant (Wilcoxon test p=5.6430e-05 to Face, and Wilcoxon test p=0.0059 to Other-Hand). This must be related to a general focus on not spilling and stabilizing the cup during handover. The eye-gaze cues analysis demonstrates that eye-gaze movements have two purposes: visuomotor control and visual-communication control. The former are the visual cues to guide the motor movement, and the latter are the visual cues to communicate intent to others. The former eye-gaze movements happen most often at the beginning of the action to ensure the object is safely stored in the hand and only after the grasp and manipulation are guaranteed to respect the object conditions then the human moves towards a gaze oriented toward expressing intent. From Figure 2 it can be concluded that the emptier the cup, the more time you can spend communicating your intent. The communication intent is expressed by more time spent looking at the subject’s face and hand. Friedman’s test confirms that the cup condition changes significantly the fixation percentage of the Face, Hand, and Cup (p=6.4767e-04). For a full cup, the visuomotor control of the action is more important than the visual-communication.

To understand the sequence of events that happen during

<table>
<thead>
<tr>
<th>Fixation</th>
<th>% of Frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cup</td>
<td>30 – 40</td>
</tr>
<tr>
<td>Own Hand</td>
<td>&lt; 5</td>
</tr>
<tr>
<td>Face</td>
<td>10 – 30</td>
</tr>
<tr>
<td>Other’s Hand</td>
<td>30 – 40</td>
</tr>
<tr>
<td>Other’s Cup</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>Puzzle</td>
<td>NP</td>
</tr>
<tr>
<td>Final Position</td>
<td>NP</td>
</tr>
<tr>
<td>Outlier</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>No Gaze</td>
<td>&lt; 1</td>
</tr>
</tbody>
</table>

Table I

Total percentages on average for all gaze cues during handover actions. NP - Not Present.
a handover, we process the eye-gaze movements as seen in Figure 3, where the eye-gaze cues are plotted over the handover sequence. From analysing the eye-gaze cues during handovers we can first conclude that, as previously seen in Raković et al. [20], the focus, in the beginning, is on fixating the cup. The initial 20% of the duration the Cup is fixated as much as the other two. This is the functional gaze performing the visuomotor control of the arm grasping the cup for safe transportation. Secondly, the visual-communication only occurs during the transportation and after the visuomotor control check. Additionally, fixating the face does not occur in the visuomotor part, indicating that this is a gaze cue for communicating intent and not for visuomotor guidance. Thirdly, the emptier the cup was the sooner participants started communicating intent and for longer. Figure 3 shows that the Face is more likely to be fixated sooner and continue being present throughout the handover for not-full conditions. In the full cup condition, there is one evident discrepancy to the other cases. The fixation of someone’s face becomes dominant in a small interval of time during the handover. In comparison to the other two conditions, the face continues to be fixated until the end of the action. From this, we can imagine the face cue as a bell-curve signal that as the level of water increases the amplitude increases while the width shrinks. This can be translated into an increased difficulty in manipulation so more time has to be spent in performing visuomotor control. Resulting in less time to communicate intent so the visual-communication is quicker but more pronounced.

III. ECHO STATE NETWORK
A. Data Selection
This dataset allows us to make a comparative analysis between two non-verbal cues: our approach of using eye-gaze cues, against the most common approach in robotics, head-gaze orientation [27], [28], [29]. From the markers placed on the head-mounted eye-tracker, we can track the head orientation during the handover actions. The head orientation is computed as the absolute rotation starting from the moment of cup pickup (beginning of handover sequence). Figure 4 shows the two non-verbal cues over the handover sequence for the three types of cups. The first major difference is the reaction time where the eyes switch fixation sooner than the head moves. This is in line with the human visuomotor coordination where gaze shows an anticipatory behaviour preceding motor movement [30], [31]. Secondly, from the eye-gaze data we were able to categorize three important cues (cup, other’s hand, face), however from solely the head orientation that distinction is not available. This is simply a limitation on what we can extract from head movements. A counter-point can be made on the importance of those eye-gaze cues, and our hypothesis follows the ideas from [20] that there are two properties of gaze movements: (i) visual-communication and (ii) visuomotor control. From the analysis of the handovers we can conclude that: fixating the Cup aims at guiding the grasp and observing the exerted lifting force for potential spilling [32]; fixating the Face aims at expressing handover intent; as for fixating the Other’s Hand we hypothesize that this fixation is an intermediate step between the other two, i.e. endows the two properties, visuomotor control for meeting one’s hand with the other’s, while at the same time, expressing the intent of the action. From this, we can conclude that these eye-gaze cues provide valuable information to classify cup manipulations of different levels of water (difficulty) than only head-gaze cues would not be possible.

B. Model Formulation
This section contains the formalism of a simple Echo State Network (ESN) and the included modifications applied in this work for better performance. ESN is an effective Recurrent Neural Network that has attracted substantial interest due to its performance in time-series [33]. For more details, the reader is referred to [34].

Let’s consider a classification problem for a discrete univariate time-series with T time, and for each t there is an observation \( u(t) := \{\text{Cup; Other’s Hand; Face}\} \), which in an ESN is the input unit, \( x(t) \in \mathbb{R}^{N \times 1} \) denotes the state of the reservoir, and \( y(t) := \{\text{Empty; Half-full; Full}\} \) denotes the output unit. The time-series is represented in compact form as \( U^T = [u(1), u(2), ..., u(T)]^T \). \( W_{in} \in \mathbb{R}^{T \times N} \) represents the connection weights between the input and hidden layer, \( W_{res} \in \mathbb{R}^{N \times N} \) denotes the connection weights inside the hidden layer. The encoder and decoder functions are formulated as:

\[
x(t) = f(W_{in}u(t) + W_{res}x(t-1)) \\
y(t) = W_{out}x(t)
\]  

(1)

where \( f \) is a nonlinear function, in this case the tanh was applied. This basic idea was first clearly spelled out in a neuroscientific model of the corticostriatal processing loop [35]. To avoid the costly operation of backpropagation through time, the ESN approach takes a different approach. While it continues to implement the encoding function, however the encoder parameters are randomly generated and left untrained. Only \( W_{out} \), the connection weights between the hidden and output layer, are subject to training using fast algorithmic closed form solutions like ridge regression

\[
\min_{W_{out}} \| W_{out}X - Y \|_2^2
\]  

(2)

where \( W_{out} = Y \cdot X^{-1} \) commonly referred as the readout weights. To compensate for untrained parameters, a large recurrent layer, the reservoir generates a rich pool of heterogeneous dynamics. The reservoir has three main hyperparameters: (i) the spectral radius, i.e. largest eigenvalue, of \( W_{res} \), (ii) the sparsity parameter, i.e. nonzero connections, of \( W_{res} \), and (iii) input scaling of \( W_{in} \). Gaussian noise with standard deviation is also applied in the state update function of Equation 1. Due to the high dimensionality of the reservoir \( \mathbb{R}^{N \times N} \), the number of parameters for predicting the next reservoir state would be intractable, which could lead to overfitting, and the ridge regression evaluation is computationally very resourceful. Applying PCA for dimensionality reduction has shown to improve performance and provide
good generalization when combined with ESNs [34]. As a result, we perform PCA projection on the data to extract the first $D$-eigenvectors of the covariance matrix. Additionally, since Recurrent Neural Networks (RNNs) with bidirectional architectures can extract features over a long period, ESNs with a bidirectional reservoir has been shown to improve the classification accuracy.

C. Training and Testing

The full list of hyper-parameters is the following: $D$-eigenvectors for PCA dimensionality reduction, $N$ neurons, the spectral radius $\rho$, the sparsity $\beta$, input scaling $\omega$, regularization value $\lambda$ of ridge regression, and Gaussian noise $\epsilon$. The dataset gaze cues sequences are normalized to 100 samples, and the output layer has $M = 3$ for the three types of cups. The hyper-parameter space is explored using grid search and performing 3-fold cross-validation on the whole dataset we achieved $95\% \pm 2\%$ and $72\% \pm 8.5\%$ accuracy in training and testing, respectively. In Figure 5 we get the prediction results of the ESN, at each time step, for the whole dataset. Since ESN requires a series of observations (compared to other methods which require a single sample) to regulate the internal state of its reservoir, it is provided around 20% of the sequence at the beginning. The classification result is given by the ESN highest probability output at each time step.

The results in Figure 5 show that the ESN classifies all the actions, in the beginning, as full cups. This makes sense since the cup is mostly fixated at the beginning which, without more knowledge, indicates that the handover is challenging.

![Fig. 4. Eye movements (top) vs head movements (bottom) for the three cases of water levels.](image1)

![Fig. 5. Classification results for each cup level (E - empty; H - half-full; F - full) over time by the ESN.](image2)

![Fig. 6. ESN output accuracy for the three levels of liquid.](image3)
(full water level) as only the visuomotor control is present. However, during training, we noticed that the default action would change depending on the random initialization of \( W_{\text{res}} \) weights, so it might just be a random coincidence. Although, more often the best accuracy networks would output as initial default action the full cup option. Figure 6 illustrates the model’s accuracy along the handover sequence for the three water cup levels. As stated before, the ESN is provided with around 20% of the sequence at the beginning before prediction and given that most fixate the cup, the accuracy is falsely indicating a full cup classification for all handovers. The model’s accuracy achieves good results, of 60% or more for the three cup conditions, at around 90% completion of the handover. This reflects not only the high variance of gaze cues between humans but also the importance of the visual-communication part, which occurs last and goes on until the completion of the handover. Detecting full cups seems to be the easiest, as the accuracy increases sooner and reaches 80%, which could be impacted by the Face cue as it fades the fastest in those conditions (Figure 3). In the next section, we will incorporate the model in an online handover architecture.

IV. ONLINE HUMAN-TO-ROBOT HANDOVERS

The ESN is capable of classifying unseen handover actions with accuracy more than twice times higher than the chance level (1/3). However, these handover actions are sequences of eye-gaze cues from the human-to-human dataset of Section II. In this section, the model is applied to a human-robot interaction (HRI) scenario where the system is running online with a humanoid robot. The scenario consists of a human handing over cups with different levels of water to a robot that is reading, in real-time, the human eye-gaze cues from the head-mounted Pupil Labs sensor worn by the human. The purpose of this section is a proof of concept to demonstrate the compatibility of the proposed approach to real-robot experiments with an online classification of cups with different levels of water.

![Fig. 7. Schematic of the robotic controller architecture for classification of type of action and cups.](image)

The HRI controller architecture is represented in Figure 7. This system is composed of two important blocks which handle the communication between humans and robots: (i) the Gaze Dialogue Model [20], and (i) the Echo State Network. The Gaze Dialogue Model is an inter-personal gaze coordination system for human-humanoid interactions. It anticipates the human action by reading human eye-gaze cues and estimating the future human gaze cues, while at the same time, generating appropriate robot gaze cues and motor control response for the anticipated action [20]. The Gaze Dialogue Model is also responsible for classifying the type of action, extending the architecture with the ESN model classifying the type of cup during handovers. The Gaze Dialogue model instructs the robot to collaborate with the human (when handover) or merely observe (when pick & place). In a scenario where a handover is recognized, the Gaze Dialogue Model instructs the robot to reach towards the object and grasp it, and from the same eye-gaze cues, the Echo State Network block classifies the level of water in a cup (type of cup). To note that both the ESN and the Gaze Dialogue model process the same eye-gaze cues with the inclusion of other eye-gaze cues that are ignored by the ESN model (e.g. pick & place relevant fixations). An important difference between the two blocks is the processing of the cup fixation. The Gaze Dialogue Model identifies it simply as an Object while the ESN block treats it as a cup. This is crucial since, during HRI scenarios, the Gaze Dialogue Model is interested in the object the human is interacting with, not only cups. The supplementary video illustrates the architecture running online and exemplifies HRI examples where the Gaze Dialogue model classifies the type of action and the ESN classifies the type of cup.

V. CONCLUSION

From the human-to-human handover analysis, we were able to prove that human behaviour adapts to changing properties on cups. Previous works have shown that human motion strategy changes when the object weight is different [9], furthermore when humans handle liquid containers, such as cups, they constrain their motion behaviour to take into account the risk of spilling, revealing a contrasting strategy when comparing to empty containers [12]. Those findings are corroborated with our analysis of the human eye-gaze movements during handovers of a cup in three conditions: (i) empty, (ii) half-full, and (iii) filled with water. The eye-gaze movement’s strategy to perform a handover is altered by an increased level of water inside the cup. As the level of water increases, so thus the risk of spilling, hence the gaze behaviour is spent more time on the visuomotor control role, than in the visual-communication role, as seen in Figure 2. As the visuomotor control focuses on ensuring a safe grasp and safe transportation of the cup (prevent spilling), and the visual-communication focuses on expressing to others the intent of handing over. The human-to-robot handover scenario has proven that the learned human-to-human handover of cups with different spilling risk levels is capable of classifying similar cups in a human-in-the-loop online interaction system with a humanoid robot. In future work, we intend to extend the robotic architecture to include a robot-cup manipulation controller that, according to the classified cup, it adapts the motor control strategy of the robot arm to prevent spilling.