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Abstract

Deep neural networks (DNNs) have revolutionized the
field of dermoscopy image analysis. Systems based on
DNNs are able to achieve impressive diagnostic perfor-
mances, even outperforming experienced dermatologists.
However, DNNs strongly rely on the quantity and quality
of the training data. Real world data sets, including those
related to dermoscopy, are often severely imbalanced and
of reduced dimensions. Thus, models trained on these data
sets typically become biased and fail to generalize well to
new images. Sample weighting strategies have been pro-
posed to overcome the previous limitations with promising
results. Nonetheless, they have been poorly investigated
in the context of dermoscopy image analysis. This paper
addresses this issue through the extensive comparison of
several sample weighting methods, namely class balance
and curriculum learning. The results show that each sam-
ple weighting strategy influences the performance of the
model in different ways, with most finding a compromise
between correctly classifying the most common classes or
biasing the model towards the less represented classes. Fur-
thermore, the features learned by each model differ signifi-
cantly, depending on the training strategy.

1. Introduction
In the last few years, the field of dermoscopy image anal-

ysis has seen an impressive growth. The yearly release
of larger and more challenging data sets (e.g., [6, 8]) has
fostered new problems, such as the diagnosis of multiple
types of skin lesions (as opposed to the most common two
class problem - melanoma vs benign) or the fusion of mul-
tiple imaging modalities [5]. Additionally, the emergence
of deep neural networks (DNNs) facilitated the develop-
ment of better diagnostic systems that do no require ex-
pert knowledge to define the most suitable image features
[19, 2].

However, as the complexity of the problems increases
(e.g., more classes, class-novelty, or segmentation of der-

moscopic structures), it becomes apparent that the amount
of available data is a limiting factor in the performance of
DNNs [28]. As a matter of fact, these models require large
and balanced data sets to learn effectively and have been
shown to underperform in long-tailed scenarios, where the
distribution across classes is not uniform (class imbalance)
[30]. Additionally, data sets need contain sufficient vari-
ability to allow DNNs to generalize well. Unfortunately,
acquiring sufficient data may not be possible, since collect-
ing and annotating medical data requires a huge effort both
from researchers and doctors. Thus, a relevant question that
this work aims to address is: How to make the most of the
available data?

To answer this question we will explore the hypothesis
that the samples in a data set are not equally relevant. Re-
cently, there has been an increased interest in developing
more efficient learning strategies for DNNs that take into
account the relevance of each sample during the training
process. Some methods are based on the concept of im-
portance sampling, which modifies the batch building step
in order to select some samples more often [15, 14]. The
sampling frequency depends on the gradient norm associ-
ated to each sample, and makes it possible for samples to be
selected more than once during one training epoch. Unfor-
tunately, computing gradient values is computationally ex-
pensive, forcing most importance sampling methods to rely
on gradients from previous epochs. This prevents the adop-
tion of online data augmentation strategies, which are com-
monly used in many works. Alternative approaches rely on
sample weighting schemes that assign non-uniform weights
to training sample losses, modifying their importance to up-
date the DNN [32]. Weighting approaches are easier to im-
plement and do not increase the computational burden, thus
they will be the focus of our work.

Although weighting schemes have the potential to im-
prove the performance of DNNs in the dermoscopy field, to
the best of our knowledge they have been poorly addressed
[10] and a proper evaluation of their impact is needed.
Moreover, several weighting strategies have been proposed
in the literature, but we do not know if any of them are
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suitable for dermoscopy data. In this work, we address the
aforementioned issues, and conduct an extensive evaluation
of several sample weighting schemes. To demonstrate that
these approaches can be incorporated in the training of dif-
ferent DNN architectures, we perform our experiments in
two different models: a VGG-16 for skin lesion classifica-
tion and a multi-task DNN with a VGG-16 backbone that
performs a hierarchical diagnosis of the skin lesions. Ad-
ditionally, we compare two popular optimizers (SGD with
Nesterov and ADAM) that are commonly used in parallel
with the weighting schemes. Our experiments using ISIC
2018 data set [27, 8] achieved interesting results, and we ex-
pect that this work may point to new directions of research.

2. Related Work
Nowadays, various strategies are used to deal with small

and imbalanced data sets. In the following paragraphs we
will discuss the ones that have been adopted in the der-
moscopy field.

One of the most popular methods is data augmentation.
This approach has been used to tackle imbalanced data
sets, increase their variability, and improve the robustness
of DNNs to acquisition conditions. Different augmenta-
tion approaches have been adopted, ranging from simple
geometric and color transformations [22], to more com-
plex formulations based on Generative Adversarial Net-
works [23, 4] or on the deformation of the lesion’s shape
[29]. Geometric and color transformations introduce small
variability on the properties of the skin lesions, but increase
the robustness of DNNs to acquisition changes, such as the
position of the camera or lighting conditions. On the other
hand, generative and deformation strategies are used to cre-
ate new and unseen samples, thus increasing the represen-
tativeness of the data set. However, due to the intra-class
variability of some types of skin lesions, it is not possible
to guarantee that the created examples will belong to the
desired class.

On par with data augmentation, another common strat-
egy is to import a state-of-the-art architecture that was pre-
trained on a larger data set (e.g., VGG for classification or
FCN for segmentation), and fine-tune it to the dermoscopy-
specific task. Nonetheless, this still requires the training
from scratch of at least the last layer of the DNN, and the fi-
nal performance will always depend on the quality of the
data. A few works have tried to leverage their data set
through the manipulation of DNN architectures. In partic-
ular, two lines of research have emerged: multi-task DNNs
and network ensembles. The main goal of multi-task net-
works is to improve the overall performance of a DNN by
enforcing it to address more than one problem, such as
combining in the same model the segmentation and clas-
sification of skin lesions [34, 33]. Other examples of multi-
task networks include simultaneously trying to classify the

lesions and detect various dermoscopic structures [16], as
well as networks that have been designed to perform a hier-
archical classification of skin lesions, from the higher level
grouping of melanocytic/non-melanocytic to the differen-
tial diagnosis [3]. Combining more than one task has been
shown to improve the performance in the joint tasks. How-
ever, this requires the acquisition of additional information
for each dermoscopy images, which may be difficult to ob-
tain. On the other hand, ensemble networks are usually de-
signed to perform a single task. These approaches fine-tune
several state-of-the-art architectures to perform the same
task and then combine their outputs [7, 21]. Nevertheless,
DNN ensembles may require too much computational effort
to be applied in a real-world situation, such as a hospital,
where resources are limited.

A less explored direction in the dermoscopy field is sam-
ple weighting, where non-uniform weights are assigned to
training samples, in order to define their relative importance
during training. An example is balanced cross-entropy
(BCE) [10, 35], where the weight of each sample usually
captures the distribution of its class on the training set. This
strategy has been used in dermoscopy to deal with the im-
balance problem. However, it may not only create a bias
of the network towards the less represented classes, but also
disregards the possibility that samples of the same class may
not be equally relevant, due to intra-class variability.

To the best of our knowledge, BCE is the only weight-
ing strategy that has been adopted in dermoscopy. However,
several other strategies have been proposed in the literature.
Thus, the goal of this work is to shed some light on alter-
native weighting strategies and assess their impact on skin
lesion diagnosis. Moreover, we want to assess if weight-
ing strategies will lead to different results, depending on
the DNN model (single vs. multi-task) and optimizer (SGD
with Nesterov vs ADAM).

3. Sample Weighting Strategies
DNNs are trained using a data set of N samples, where

each sample is a tuple {(xi, yi)}Ni=1. Let us assume that
x ∈ RD is a (dermoscopy) image and y ∈ Y is the cor-
responding class label. During the training of a DNN, the
goal is to estimate the set of parameters θ such that, given a
sample xi, the label predicted by the network ỹi = ψ(xi|θ)
matches the ground truth yi. Thus, the network parameters
θ are obtained by minimizing the empirical loss between the
estimated ỹi and true labels yi

θ? = argmin
θ

1

N

N∑
i=1

` (ψ(xi|θ), yi) , (1)

where ` represents the loss function. The minimization
is usually performed using the stochastic gradient descent
(SGD) algorithm or one of its variants (e.g., ADAM [17]),
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with mini-batches of size M � N , leading to the update
equation

θt+1 = θt − η
1

M

M∑
j=1

∇θt` (ψ(xj |θt), yj) , (2)

where η represents the learning rate, t denotes the step num-
ber, and the samples j = 1, . . . ,M in the mini-batch are
chosen uniformly at random from the training set.

The previous update equation assumes that all samples
are equally relevant. However, it is possible to modify (2)
to enforce the network to pay more attention to some sam-
ples than others. In particular, weighting strategies attribute
different weights wtj ∈ R+ to each sample in the batch,
such that the update equation becomes

θt+1 = θt − η
1

M

M∑
j=1

wtj∇θt` (ψ(xj |θt), yj) . (3)

Several approaches have been proposed to compute the
weights wtj . One of the first methods was based on curricu-
lum learning, which is inspired in the way humans learn: a
student (the network) learns better when the curriculum (the
sample weights) is chosen wisely by a teacher (the human
expert). However, defining a good curriculum is a challeng-
ing task. Thus, instead of relying on human input, popular
approaches define the curriculum directly from the data. To
achieve this, they estimate the weights through the follow-
ing joint optimization problem

argmin
w,θ

1

M

M∑
j=1

wj` (ψ(xj |θ), yj) +G(w;λ) +R(θ),

(4)

where R(θ) encodes the regularization on the network pa-
rameters (such as weight decay), and G(w;λ) defines the
curriculum (i.e., the importance of each sample), based on
a hyper-parameter λ.

The above equation must be solved using an alternating
minimization strategy, where w and θ are alternatively min-
imized while the other is assumed to be fixed. When w is
fixed, it is easy to see that the optimization will be the same
as in (2). Different strategies have been proposed to define
G(w;λ), ranging from methods that force the weights to
be either 0 or 1, as in the case of self-paced learning [18],
to more complex approaches where G is a trainable neural
network [13].

Alternatively, the weights may be used to express the dis-
tribution of the different classes on the training set, which
can be useful to deal with imbalanced data sets. In this case,
the weight of a sample may be defined as the inverse class
frequency [24] or a measurement of the effective number of
samples [9].

From (2) it is possible to see that weighting strategies
can be combined with any type of empirical loss function.
In this work, we will focus on classification losses. The
baseline is the softmax cross-entropy loss (CEL)

` (ψ(xj |θ), yj) = − log p(yj), (5)

where p(yj) is the probability that the DNN outputs for
class yj , assuming a softmax activation in the final classifi-
cation layer.

The following subsections describe in detail the weight-
ing strategies compared in this work.

3.1. Focal Loss

By itself, the CEL is unable to deal with imbalanced data
sets and does not discriminate well between easy and hard
examples. Therefore, Lin et al. [20] proposed the focal loss
(FL), which comprises a modulating factor to account for
the different values of p(yj)

` (ψ(xj |θ), yj) = −(1− p(yj))γ log p(yj), (6)

where γ ≥ 0 is a tunable hyperparameter. The idea of the
modulating factor (1−p(yj))γ is that if p(yj) is small, then
the sample is more challenging and the DNN should pay
attention to it. On the other than, a p(yj) close to 1 means
that the DNN chooses the true label with a high confidence
and, thus, the loss for that sample will be down-weighted.

3.2. Class-balanced Losses

Both CEL and FL can be combined with different
weighting strategies. The first one adopted in this work
is the class-balanced (CB) weighting typically used in
BCE [24], in which the sample weights translate the dis-
tribution of the classes in the training set, i.e.,

wj =
N

Nyj
, (7)

where N is the size of the training set, and Nyj is the total
number of samples that belong to class yj .

Recent works have pointed out that the simple heuristic
of CB may not be suitable for real world data sets. There-
fore, we also compare an approach based on the effective
number of samples (ES) per class [9]. This method as-
sumes that the effective number of samples is an exponen-
tial function ofNyj and set the weights to be to be inversely
proportional to the effective number of samples for each
class

wj =
1− β

1− βNyj

, (8)

where β = (N − 1)/N .
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3.3. Curriculum Learning

The final weighting strategies evaluated are based on
curriculum learning. In particular, we focus on the self-
paced learning (SPL) [18] and online hard example min-
ing (OHEM) [25] approaches.

Recalling (4), SPL sets G(w;λ) = −λ‖w‖1, forcing
the sample weights to be either zeros (for more challenging
samples) or ones (for easier samples). This framework fil-
ters the hardest samples, which the network classifies incor-
rectly at the beginning of the training process. As the num-
ber of epochs increases and the DNN starts to learn the eas-
iest samples, the hyper-parameter λ progressively changes,
in order to allow the inclusion of a few challenging sam-
ples in the training. One of the problems of SPL is to find
the best decay value for λ. In our experiments, we follow an
approach similar to [11], where we start by assigning w = 1
to the m = M/2 samples in the batch with lowest loss and
gradually increase m as

m =M
exp (αe)

1 + exp (αe)
, (9)

where e is the epoch (commonly referred to as the age of the
model), with e = 0 being the first epoch, and α is defined
so that all sample weights are set to 1 for the second half of
training.

For the OHEM approach, we use the same framework
described above, but focusing first on the most challenging
samples. Specifically, instead of assigning w = 1 to the
m samples with lowest loss, we choose the samples with
highest loss and gradually allow easier samples to be con-
sidered.

4. Experimental Setup

In this section we describe the experimental evaluation
of the sample weighting strategies presented in Section 3.

4.1. DNN Architectures

We propose to evaluate the sample weighting strategies
on two DNN architectures: a traditional CNN for skin le-
sion diagnosis, similar to the ones adopted in [12], and a
hierarchical network, based on [3].

The first model uses the convolutional structure of
VGG16 [26] as the backbone for feature extraction. These
layers are followed by a CBAM attention module [31],
which sequentially performs channel and spatial attention
on the output of the last max-pooling layer. Although atten-
tion modules have been shown to improve the performance
of DNNs [31], our main goal is to infer if the sample weight-
ing strategies have some impact on the features learned by
the convolutional layers. The final layer of the network is
a fully connected, with the same number of neurons as the

Table 1. Class distribution ISIC 2018 training set.
ISIC 2018 Training Set

Classes # Training
Samples

Nevus 6741
Melanoma 1119

Dermatofibroma 116
Actinic keratosis 331
Beningn keratosis 1101

Basal cell carcinoma 517
Vascular 143

number of classes in the data set. For simplicity, we will
herein refer to this architecture as flat model.

The hierarchical model also uses a VGG16 for feature
extraction and adopts a long short-term memory (LSTM)
network to sequentially diagnose the dermoscopy images
from the level of melanocytic/non-melanocytic until the dif-
ferential diagnosis. Similarly to the flat model, this architec-
ture comprises a CBAM attention module between the last
convolutional layer and the LSTM. However, in this case
the channel and spatial attention are dynamic, changing ac-
cording to the hierarchic decision level. This type of at-
tention module differs from the one used in [3], which was
based only on spatial attention.

Although other CNN architectures could have been used
for feature extraction, we selected VGG16 because it offers
a good trade-off between representation power and compu-
tational burden.

4.2. Data Set

All of the experiments were conducted on the ISIC 2018
dermoscopy data set [8, 27]. This is a large and com-
plex data set that contains 11,527 examples of melanocytic
(melanoma and nevi) and non-melanocytic (basal cell carci-
noma, actinic keratosis, benign keratosis, dermatofibroma,
and vascular lesions) lesions. The non-melanocytic lesions
can additionally be grouped into benign (keratosis, der-
matofibroma, and vascular) and malignant (basal cell carci-
noma and actinic keratosis) lesions, adding one more level
to the hierarchial model on this branch. The data set is di-
vided into training (10,015) and test sets (1,512). The train-
ing set is severely imbalanced, as shown in Table 1.

We do not augment the training set with external data
and, in order to deal with image color variability induced
by different acquisition setups, all of the images were nor-
malized using the color normalization scheme proposed in
[1]. We also resize all images to 299×299.

4.3. Model Training

We trained the aforementioned models end-to-end, using
the sample weighting strategies described in Section 3. Ad-
ditionally, we train baseline models with the CEL using (5).

4



Table 2. Average results for the validation splits using the flat classification model. All of these scores were obtained using the ADAM
optimizer.

Loss Acc BAcc mPR mF1
C

E
L

- 87.5 72.5 80.0 75.5
CB 82.0 78.8 73.0 75.0
ES 83.5 78.0 77.5 77.0
SPL 87.0 74.5 80.0 77.0
OHEM 84.5 74.0 77.0 74.5

FL

- 87.0 73.5 79.5 75.5
CB 81.0 78.8 73.0 75.0
ES 82.0 78.7 74.0 75.5
SPL 86.0 71.9 80.0 75.0
OHEM 87.0 75.6 80.5 77.5

Table 3. Average results for the validation splits using the hierarchical classification model. All of these scores were obtained using the
ADAM optimizer.

Loss Acc BAcc mPR mF1

C
E

L

- 87.5 75.5 80.0 77.0
CB 84.0 78.4 76.0 76.5
ES 84.5 76.7 77.0 76.0
SPL 85.5 68.8 76.5 72.0
OHEM 87.0 76.4 79.0 76.5

FL

- 87.0 74.5 79.0 76.0
CB 83.0 76.9 73.0 75.0
ES 83.5 78.0 74.0 75.5
SPL 84.5 65.3 71.5 67.5
OHEM 88.0 75.7 80.5 77.5

All of the experiments were performed using an NVIDIA
Titan Xp.

In the case of the hierarchical model, the loss function
must account for the sequential decisions. Thus, the generic
form for the loss associated with sample j is the following

` (ψ(xj |θ), yj) =
L∑
l=1

`l
(
ψ(xj |θ), ylj

)
, (10)

where l ∈ {1, . . . , L} is the hierarchical level (L = 2 for
melanocytic lesions and L = 3 for non-melanocytic) and ylj
is the ground truth hierarchical class.

We compare two variants of the gradient descent method:
SGD with Nesterov and ADAM, using mini-batches of size
M = 20. The initial learning rates are 10−4 for SGD and
10−5 for ADAM, both scheduled to decay by 1/10 at 50%
and 75% of the total number of epochs. This value is set to
150 for the flat model and 250 for the hierarchical.

In order to improve the generalization of the model, we
have adopted the following strategies: i) online data aug-
mentation (random crops, flips, and color transformations);
ii) incorporation of dropout in several layers with a proba-
bility of 50%; and iii) initialization of the VGG16 with the
weights from the model pre-trained on ImageNet.

4.4. Performance Evaluation

All of the trained models were evaluated using the fol-
lowing class-specific metrics: recall/sensitivity (RE), preci-
sion (PR), and F1-score (F1). Additionally, we also report
the overall accuracy (Acc), as well as the overall balanced
accuracy (BAcc), which corresponds to the average RE.

The performance on the real test set of ISIC 2018 can
only be assessed through an online platform. Thus, we do
not have access to the ground truth labels of the images on
the test set. In order to have a better understanding of the
impact of each sample weighting strategy, we performed
two random splits of the training set into two sets of 80%
for training and 20% for evaluation. Since some of the im-
ages in ISIC 2018 are repetitions of the same lesion from
different viewpoints and/or time periods, we ensured that
those cases appeared only in one of the sets. All of the re-
sults reported in this paper are the average of the two splits.

5. Experimental Results

5.1. Diagnostic Results

Tables 2 and 3 show the average performance for the val-
idation splits using the ADAM optimizer, while Tables 4
and 5 show similar results, but using SGD. The following
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Table 4. Average results for the validation splits using the flat classification model. All of these scores were obtained using the SGD
optimizer.

Loss Acc BAcc mPR mF1
C

E
L

- 78.5 46.1 57.0 49.0
CB 70.5 69.6 55.5 60.0
ES 71.5 68.9 54.5 59.5
SPL 78.0 45.4 55.0 48.0
OHEM 78.0 44.0 61.0 47.0

FL

- 76.0 42.4 56.5 44.5
CB 71.0 69.0 53.5 59.0
ES 71.5 68.0 54.0 58.5
SPL 77.0 39.0 60.0 44.0
OHEM 78.0 46.1 59.5 50.0

Table 5. Average results for the validation splits using the hierarchical classification model. All of these scores were obtained using the
SGD optimizer.

Loss Acc BAcc mPR mF1

C
E

L

- 80.5 51.8 56.0 52.5
CB 75.0 74.4 60.5 65.5
ES 77.0 73.8 62.5 66.5
SPL 80.5 52.1 57.0 53.0
OHEM 82.5 55.3 75.0 52.5

FL

- 78.0 49.0 55.0 51.0
CB 70.5 69.8 55.0 60.0
ES 72.5 70.2 55.5 60.5
SPL 77.0 41.5 52.0 43.0
OHEM 79.5 49.2 57.5 52.0

observations can be made from these tables. First, ADAM
leads to significantly better scores than SGD for all mod-
els. This is in line with the results obtained in other works
(e.g., [21]). Another observation is that the impact of sam-
ple weighting is more noticeable with SGD, although it
also influences the performance of the models trained with
ADAM. Finally, the hierarchical model seems to achieve
better overall performances than the flat one.

Comparing the models trained with CEL and FL, it is
possible to see that the latter leads to overall worse perfor-
mances. This is due to the modulating term, which may be
penalizing the easy samples too much. In almost all of the
experiments, the best γ for the modulating term in (6) was
equal to 1, meaning that it is preferable to use the CEL.

The class balancing strategies, CB and ES, lead to an
improvement in the BAcc, while reducing the Acc. This
was expected, since both strategies give more importance to
less represented classes, thus improving their RE at the cost
of reducing the RE of the most common classes. This, in
turn, will result in a lower Acc, that accounts for the pro-
portion of samples that was correctly classified. CB and ES
achieve similar performances, but the latter seems to lead to
a smaller decrease on the Acc, without penalizing too much
the BAcc. These results show that ES may be more suitable
to deal with imbalanced dermoscopy sets. Thus, we will use

this approach in the remainder of the paper.
Regarding the curriculum learning strategies, it is clear

that OHEM outperforms SPL. Both of these approaches
make the network focus only on a subset of samples during
the first epochs of the training. OHEM provides the network
with the challenging samples, while SPL presents the easi-
est ones. According to our results, it seems that presenting
the hardest samples is a better strategy, since it improves
both the Acc and BAcc of the model, while SPL lowers
these values w.r.t the baseline. A possible explanation is
that OHEM is making the network focus more on the less
represented classes, which are harder to learn due to lack of
examples.

In order to perform a detailed analysis of the impact of
some weighting strategies on each class, we compare their
average RE scores in Figures 1 and 2. We report the RE
scores for the ADAM optimizer, but SGD shows a similar
trend.

The first interesting result is that the baseline mod-
els trained with CEL and the ones trained with FL al-
ready achieve good performances on some of the less
frequent classes, namely vascular and basal cell carci-
noma (BCC). This is particularly visible on the hierarchi-
cal model, suggesting that imposing sequential decisions
allows the model to capture better representations. More-
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Figure 1. Average RE scores for non-melanocytic lesions, using various sample weighting strategies and the ADAM optimizer.
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Figure 2. Average RE scores for melanocytic lesions, using various
sample weighting strategies and the ADAM optimizer.

over, this approach also achieves consistently better perfor-
mances for melanoma class, which is the most dangerous
type of skin lesion.

When analyzing the RE values for the vascular and BCC
classes, these are even better than for melanoma and ker-
atosis, which have at least twice the number of examples,
suggesting that the latter are more challenging for the mod-
els to learn. This hypothesis is validated by the results ob-
tained with the models trained using SPL, which makes the
network focus on the easiest samples. In this case, the RE
of BCC is marginally degraded, while for vascular it in-
creases (flat model) or remains the same (hierarchical). On
the other hand, the RE of melanoma is severely affected.
This is in line with the characteristics of melanoma, which
often mimic other types of skin lesions. Actinic and der-
matofibroma also seem to be very challenging.

The results for the vascular lesions (the second less rep-
resented class) suggest that class distribution does not nec-
essarily lead to biased models. However, using the class bal-
ancing scheme, ES improves the performance of the mod-
els for the less represented classes, particularly in the case
of the flat model. The drawback is that the nevus class is
severely penalized, with performance drops of almost 10%.
This is undesirable, since the model is becoming biased to-

wards the less represented classes.
A good trade-off seems to be achieved when OHEM

is used to determine the sample weights. It maintains the
performance of easier classes (nevus, BCC, and vascular),
while improving the scores of the other classes. Although
these curriculum learning strategies do not explicitly deal
with class imbalance, OHEM seems to be able to tackle
this issue. We hypothesize that by adding some information
about class distribution, such as guaranteeing that OHEM
selects the hardest samples of each class, instead of select-
ing the most challenging samples across all classes, the re-
sults for this strategy could improve.

5.2. Analysis of CBAM Maps

The inclusion of the CBAM attention module allows us
to identify the most relevant features and image regions
for the models output. Moreover, the visual inspection of
this information makes it possible to understand how each
weighting strategy influences the learning of the convolu-
tional features.

In Figures 3 and 4, we analyze the output of the CBAM
from the hierarchical model, trained using some of the
weighting strategies. In particular, we inspect the first se-
lected channel and the spatial attention map for the last de-
cision.

Both images clearly show that all of the sample weight-
ing strategies significantly influence the features learned by
the model. An inspection of the spatial attention highlights
the variability across models, especially for the classes of
melanoma, nevus, and actinic. However, the biggest differ-
ences are associated with the channels selected by CBAM.
Depending on the weighting strategy, the best channel cor-
responds to the presence of a feature/structure, while in oth-
ers it is the opposite. This is particularly visible in the case
of the melanoma.

All the hard examples (Figure 3) are incorrectly classi-
fied by the model in at least one of the weighting strategies,
while only BCC is incorrectly classified once in the easiest
examples (for the model trained with CEL-SPL).

7



Mel

DF

NV

BCC

Mel

BKL

BKL

AKIEC

BKL

Mel

BKL

AKIEC

NV

NV

BKL

AKIEC AKIEC

BKL

DF

Mel

CEL FL CEL-ES CEL-SPL CEL-OHEM

Figure 3. Output of the CBAM (spatial attention and best channel)
for the hierarchical model, trained with different sample weight-
ing schemes. These examples correspond to the most challeng-
ing classes: melanoma (top), dermatofibroma (mid-top), keratosis
(mid-bottom), and actinic (bottom).

6. Conclusions and Future Work
This paper performed a comparison of several sample

weighting strategies on the task of skin lesion diagnosis.
In particular, we evaluated the impact of these methods on
the performance of two diagnostic approaches: flat and hi-
erarchical. Our experimental results showed that weight-
ing methods significantly affect the performance of a clas-
sification model and may even induce bias. We also ob-
served that the features learned by the models were highly
variable, possibly caused by the sampling weighting ap-
proaches. Finally, the results suggest that OHEM achieves
the best trade-off in terms of various performance metrics.

To the best of our knowledge, this is the first work that
uses OHEM to train DNNs in dermoscopy data, but we be-
lieve that this approach has further potential. Thus, we plan
to address the hypothesis of combining OHEM with class
balancing in future work.
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