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Abstract—The vast quantity of visual data generated by the
rapid expansion of large scale distributed multicamera networks,
makes automated person detection and reidentification (RE-ID)
essential components of modern surveillance systems. However,
the integration of automated person detection and RE-ID algo-
rithms is not without problems, and the errors arising in this
integration must be measured (e.g., detection failures that may
hamper the RE-ID performance). In this paper, we present a
window-based classifier based on a recently proposed archi-
tecture for the integration of pedestrian detectors and RE-ID
algorithms, that takes the output of any bounding-box RE-ID
classifier and exploits the temporal continuity of persons in video
streams. We evaluate our contributions on a recently proposed
dataset featuring 13 high-definition cameras and over 80 peo-
ple, acquired during 30 min at rush hour in an office space
scenario. We expect our contributions to drive research in inte-
grated pedestrian detection and RE-ID systems, bringing them
closer to practical applications.

Index Terms—Camera networks, pedestrian detection (PD),
reidentification (RE-ID), video surveillance.

I. INTRODUCTION

THIS paper addresses the problem of person
reidentification (RE-ID) in camera networks. Given

a set of pictures of previously observed persons, a practical
RE-ID system must locate and recognize such people in
the stream of images flowing from the camera network. In
this paper, we consider a set of cameras with low overlap
covering our research institute facilities, as a representative
example of real-world office-spaces.

In a space with access control, when a person enters
or passes some key locations where identity verification
is possible (e.g., with face recognition or access control),
pictures are acquired and stored in a gallery, associated
to the corresponding person’s identity. Such pictures are
then used to recognize the person as it passes in different
points of the camera network, or query about its loca-
tion in segments of the recorded videos. A RE-ID system
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Fig. 1. Typical RE-ID algorithm is based on a gallery set: a database that
contains the persons to be reidentified at evaluation time. People detected
in other images (probes) are matched to such database with the intent of
recognizing their identities. Classically, RE-ID algorithms are evaluated with
manually cropped probes. In this paper, instead, we study the effect of using
an automatic pedestrian detector to propose probes.

can thus be used to search and track a particular person
on the network, which are capabilities of great interest for
research on several topics of interest, such as modeling
activities, mining physical social networks and human-robot
interaction.

Most current research on RE-ID focuses on the recognition
problem using evaluation datasets where images of persons are
manually prepared and labeled. The appearance information
of persons stored in the gallery is matched against manu-
ally cropped images of persons in the network cameras (probe
data); see Fig. 1 for an illustration of the process. However, in
most RE-ID applications of interest, it is necessary to detect
the probe person’s bounding box (BB) in an automated way.
This is commonly accomplished using background subtrac-
tion and pattern recognition-based approaches. We focus on
methods based on the latter, because of their applicability to
a wider range of scenarios, including moving/shaking cam-
eras, single frame images, and scenarios with other classes of
moving agents (e.g., animals, cars, and robots).

Both in background subtraction and in pattern recogni-
tion methods, the output of pedestrian detection (PD) is
subject to several forms of “noise,” in particular missed
detections (MDs), false positives (FPs) and BBs misaligned
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with the detected people. When a RE-ID algorithm is com-
bined with an automatic PD algorithm, the performance of
the former will suffer from the imperfections of the out-
put of the latter. Furthermore, it is worth noticing that a
class of correct detections by the PD is particularly difficult
for a RE-ID algorithm to handle: the detections of partially
occluded people. Currently, very few works address these
problems.

To leverage the combination of PD and RE-ID algorithms in
a fully automated RE-ID system, in a previous work [30] we
proposed two important extensions (see Section III). On one
hand, the PD output is used to filter detections with a large
degree of occlusion (Section III-A), which most likely con-
tain a large amount of data not related to the detected person.
Doing so prevents misidentifications at the RE-ID stage. On
the other hand, the RE-ID module is trained to directly repre-
sent a class of FPs commonly detected in the camera network
(Section III-B). This minimizes the false associations of probe
noise to actual persons in the gallery.

In this paper, we propose improvements on the ability of
an RE-ID algorithm to tackle errors on PD by filtering the
RE-IDs in temporal windows, extending our previous architec-
ture [30]. Additionally, we concatenate the contiguous positive
time windows in video-clips rather than individual images,
which permits a faster browsing and inspection of the output.
The proposed method can be used with any other BB RE-ID
algorithm.

II. RELATED WORK

In the last years, research in RE-ID has spawn in two main
directions: 1) the definition of features that allow discrim-
ination between different persons in different cameras and
2) matching or classification techniques that make the use of
features to answer to user queries in the video data.

Concerning the features used, a recent study has been
conducted to evaluate the performance of local appearance
features for pedestrian RE-ID [2]. The conclusion is that,
conventional detectors, such as Harris and Stephens [15],
and Mikolajczyk and Schmid [23], perform equally well,
and that the SIFT descriptor outperformed the alternatives.
Other approaches propose the combination of color and
texture features (see [34]). Alternative methods comprising
symmetric-driven accumulation of local features [35] or BiCov
descriptor [21] that combines Gabor filter with covariance
descriptors are also available in the literature. Contextual
knowledge from surrounding people using human signa-
ture [35], or attribute weighting features [20] have been
demonstrated to be useful. Features can be computed in static
parts of the detection window [4], [12] or in dynamic regions
located through body parts detectors, as proposed in [3].

Once feature descriptors have been extracted from the
gallery and probe data, RE-ID can be formulated as a match-
ing or data association problem. Some works use off-the-shelf
classifiers applied directly to the extracted features, e.g., sup-
port vector machines or boosting [13], [27], [36]. Another
direction is concerned with learning task-specific distance
functions with metric algorithms [16], [18], [19], [22], [36].

For all these methods, training samples with identity labels
is mandatory. In this line of research, large-margin nearest
neighbor with rejection is proposed [6] to learn the most suit-
able metric for matching data from two distinct cameras, while
other metrics include probabilistic relative distance compari-
son [36]. Rank-loss optimization has been used to improve
accuracy in RE-ID [33] and a variant of locally preserving
projections [14] is formulated over a Riemmanian manifold.
Recently, pairwise constrained component analysis is proposed
for metric learning tailored to address scenarios with a small
set of examples [22]. Also [26] suggested a metric learning for
RE-ID, where a local fisher discriminant analysis is defined
by a training set.

Most of the aforementioned works use the VIPeR [13],
ETHZ [8] and i-LIDS [35] data sets, focusing only on the
matching problem, thus neglecting the automatic detection of
people. Methods that actively integrate PD and RE-ID, or
works that propose metrics to evaluate integrated RE-ID sys-
tems are still scarce in the literature. The work that relates the
most with ours is that introduced in [24]. In that work, the sys-
tem full flow (i.e., PD and RE-ID) is presented with a transient
gallery to tackle open scenarios. They use RGB-D data which
may be limiting in some environments. An additional approach
that integrates PD and RE-ID is [17], in which infrared images
are used from CASIA Gait database [5]. However, in those
works, the performance is evaluated on the overall system,
not being possible to ascertain the impact of integrating each
constituent part in the system. Furthermore, important issues
such as how RE-ID performance is penalized when PD or
tracking failures exist are not analyzed. The goal of this paper
is precisely to explore how to enhance the link between PD
and RE-ID algorithms to improve the overall performance.
Although there exists some work concerning the proposal of
metrics for performance evaluation of surveillance systems
(i.e., [25] for far-field settings), this does not take into account
the integration of PD and RE-ID.

III. ARCHITECTURE FOR AUTOMATIC RE-ID

In this section we propose an architecture which integrates
the PD and RE-ID stages. We propose methods to address
different types of errors introduced by the automatic PD: 1) an
occlusion filter to deal with occluded detections; 2) an FP
class to deal with nonpeople detections; 3) a window-based
classifier to exploit the temporal continuity of the pedestrians
in the videos; and 4) providing output as video-clips to reduce
the attentional load put on the user. The former two points
were already presented in [30] and we revise them here for
completeness. The latter two, are novel contributions of this
paper. This architecture is fully illustrated in Fig. 2.

A. Occlusion Filter

The RE-ID performance can suffer by incorporating detec-
tions of occluded pedestrians. A BB including a person
appearing under partial occlusion generates features differ-
ent from a BB including the same person under full visibility
conditions. When the partial occlusion is caused by a second
person standing between the camera and the original person,
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Fig. 2. Architecture of the proposed fully automated RE-ID system. The
frames of the videos acquired by a camera network are processed by a PD
algorithm to extract candidate BBs. The BBs are optionally processed by the
occlusion filter. The RE-ID module computes the features corresponding to
each BB and classifies it. The classification can optionally take into account
a “false positive” class. The window-based classifier then takes the RE-IDs,
and if there are enough positive RE-IDs in one or more temporal windows,
outputs a video-clip with the combination of such windows.

the extracted features can be a mixture of those generated by
the two people, making the identity classification especially
hard [see illustration in Fig. 3 (top)]. For this reason, it would
be advantageous for the RE-ID module to receive only BBs
depicting fully visible people. Therefore, we devise the occlu-
sion filter—a filtering block between the PD and the RE-ID
modules (see Fig. 2)—with the intent of improving the RE-ID
performance. The Occlusion Filter uses geometrical reasoning
to reject BBs depicting partially occluded people.

Though the visibility information of which BB is occlud-
ing which is not available to the system, it can be estimated
quite accurately with a scene geometry reasoning: in a typical
scenario, where the camera is overhead, the camera’s perspec-
tive projection makes proximal pedestrians extend to relatively
lower regions of the image.

Fig. 3. (Top) Example of body-part detection for feature extraction in two
instances. (a) Person appearing with full visibility and (b) under partial occlu-
sion, with detected BBs overlap. The feature extraction on the occluded person
mistakenly extracts some features from the occluding pedestrian. (Bottom)
Example of geometrical reasoning. Two detection BBs overlap. The compar-
ison between the lower sides of the two BBs leads to the conclusion that
the person marked with the red, dashed BB is occluded by the person in the
green, continuous BB.

Thus, the filter computes the overlap among all pairs of
detections in one image and rejects the one in each overlapping
pair for which the lower side of the BB is higher [as illus-
trated in Fig. 3 (bottom)]. Considering the mismatch between
the shape of the pedestrians’ bodies and that of the BBs, it is
clear that an overlap between BBs does not always imply an
overlap between the corresponding pedestrians’ projections on
the image. We define an overlap threshold for the filter, consid-
ering as overlapping only detections whose overlap is above
such threshold. The impact of the overlap threshold on the
RE-ID performance was analyzed in our previous work [30],
where we concluded that BBs should be rejected if more than
30% of their area is occluded.

B. False Positives Class

Pedestrian detector algorithms usually produce some FP
detections. One way to improve their performance in a given
context is to retrain the detector adding the FPs to the training
as hard negatives on that specific context. However, some FPs
may still remain, or the user may wish to use a pretrained-
off-the-shelf PD algorithm where retraining is not an option.
Therefore, another contribution of this paper is to adapt the
RE-ID module to deal with the FPs produced by the PD. The
standard RE-ID module cannot deal properly with FPs: each
false positive (FP) turns into a wrongly classified instance for
the RE-ID. Observing that the appearance of the FPs in a
given scenario is not completely random, but is worth mod-
eling (see Fig. 4), we provide the RE-ID classifier with FP
samples for it to be able to train a FP class. In these conditions
a correct output for when a FP is presented on the RE-ID’s
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Fig. 4. Example FP samples in the FP class training set.

input exists: the FP class. Of course, introducing the FP class
will also bring negative aspects; sometimes a valid person may
be classified as a FP. We will see in the experiments section
an analysis of this aspect.

C. Window-Based Classifier

Here, we describe the window-based classifier that exploits
the temporal continuity of the pedestrians in the video to
increase performance. It uses any BB classifier that gives
a ranked output, and provides a binary output that informs
if a given person is present in a continuous sequence of
frames (window), without requiring tracking or data associ-
ation between BBs in different frames.

At each frame the BB classifier provides a ranked list of
RE-IDs for each BB. This list is denoted as “BB reidentifica-
tion ranked list.” If in this list there is an RE-ID of person X
we say that there was a “BB reidentification of X.”

We propose to represent RE-IDs in a per frame basis, instead
of per BB. This is what will bring us the advantage of not
requiring tracking or data association between BB along time.
For each frame we compile the list of all BB RE-ID ranked
lists which we denote as “frame reidentification ranked list.”
If in this list there is at least one RE-ID of person X in any
BB, we say that there was a “frame reidentification of X.”

In Fig. 5 we illustrate the distinction between BB RE-IDs
and frame RE-IDs.

We recall that we do not make data association or tracking
between BBs along frames, which distinguishes our algorithm
from multishot approaches. For the same reason, other tempo-
ral filtering methods like the Hidden Markov Model [29] are
not directly applicable.

In the following, we provide a definition of the main param-
eters involved in the window-based classifier that will allow
us to tune its operation.

1) Rank (r): Given an ordered list of all matches for a probe
sample against all classes in the gallery, rank denotes
the largest index in the ordered list in which the correct
match may show up for that sample It can also be used
as a sensitivity parameter to set the algorithm operating
point (e.g., high rank will improve recall and decrease
precision).

2) Window Size (w): This stands for the number of frames
of the window under consideration.

3) Detection Threshold (d): This variable controls the
required minimum number of frame RE-IDs of rank r
within a window of size w to grant a positive window.

Therefore, a positive window has w frames, containing at least
d frame RE-IDs of rank r of a given person.

Algorithm 1 Window Classification Algorithm
1: INPUT: Query person X, Window W of size w, r, d
2: OUTPUT: WX (binary test of person X present in win-

dow)
3: for all frames f in Window W do
4: for all bounding boxes b in f do
5: Lf

b = ranked list of b � (bounding box ranked list)
6: end for
7: Lf = ⋃

b Lf
b � (frame ranked list)

8: if person X in Lf with at least rank r then
9: Df

X = 1 � frame re-identification
10: else
11: Df

X = 0
12: end if
13: end for
14: #DX = ∑

f DX
f

15: if #DX then
16: output: WX = true
17: else
18: output: WX = false
19: end if

In Algorithm 1, we present the synopsis of the proposed
window-based classifier.

Based on the parameters just introduced above, we pro-
pose to use such triplet of parameters T = (r, d, w), to tune
the algorithm’s performance. For instance one detection with
a corresponding RE-ID of rank 1 (d = 1 and r = 1) does
not provide enough/reasonable confidence to justify giving
output to an human operator. In fact, given the low aver-
age RE-ID rate of rank 1, it is required to have several
rank 1 RE-IDs of that pedestrian, in a short period of time,
to have a reasonable confidence that the pedestrian is indeed
present. Therefore, we study the necessary rank r, size of
window w and required number of detections d to optimize
performance.

In Fig. 6, we illustrate the output of the window-based
classifier for the different possible queries, for a few set of
parameters, using as input data the data in Fig. 5. In the figure,
we can see that increasing the temporal window size eventu-
ally removes spurious detections, and using a stricter rank r
improves precision.

This filtering method will have at least two positive effects
on RE-ID performance.

1) When the parameter d is >1 (minimum number of
RE-IDs greater than 1 for a window to be provided
as output) then spurious FPs and spurious misclas-
sifications are always filtered out, thus improving
precision.

2) When the parameter w is >2 (minimum width of the
window greater than 2 then MDs or misclassifications
that fall between d correct RE-IDs will always be recov-
ered, since that whole window is provided as output, thus
improving recall.

We stress that the proposed window-based classification
works with any single-shot RE-ID algorithm, and does not
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Fig. 5. Example showing the BB RE-IDs versus frame RE-IDs.

Fig. 6. Example showing the window-based classifier output with different parameters, for the input data of Fig. 5.

require an in-camera tracker or manual selection of the images
that belong to each individual, contrary to all of the works that
do multishot RE-ID known to the authors.

D. Clip-Based Output

The output of our system is given in the form of video-
clips that encapsulate frames with detections and RE-IDs of
the person of interest, which decrease the attentional load of
the user.

This is motivated by the following.
1) A human operator browses a couple of seconds of

video (multiple frames) much faster than the equivalent
number of individual frames.

2) A single detection and respective RE-ID does not guar-
antee a high degree confidence, therefore several of them
are desirable to have higher confidence.

3) Pedestrian appearance in frames is not independent; they
almost always appear in several contiguous frames.

Therefore, providing output in the form of video-clips, encap-
sulating several positive detections and RE-IDs of one given
person, will facilitate the job of the human operator.

One video-clip is generated for the union of all positive
windows of a certain pedestrian that overlap or are contigu-
ous. In Fig. 2 we show an example with window size of w = 4,
minimum number of detections of d = 2, and rank of r = 1.
The person appears in four frames and is only detected and
reidentified in two frames. Note how, albeit only being rei-
dentified in two frames, the final output video-clip contains
all four frames of interest.

IV. METRICS

The standard metric for RE-ID evaluation is the cumula-
tive matching characteristic curve (CMC), that shows how
often, on average, the correct person ID is included in the
best r matches against the gallery, for each probe image. If
ord(i) is defined as the number of correct RE-IDs at index i
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Fig. 7. Illustration of metrics calculation for a window-based classifier with d = 1 and w = 2 (top), and with d = 2 and w = 3 (bottom). In both, each read
BB indicates RE-ID of rank r = 1. On the top, the pedestrian of interest appears in 12 frames of this video and the black brackets indicate the 13 frames
that are shown as output of the system. From these 13 frames shown, seven of them truly contain the pedestrian of interest, therefore Precf is 7/13. From
the 12 frames in which the pedestrian appears in the video, only seven are shown, thus Recf is 7/12. Note how although the detection and RE-ID in frame
17 is erroneous (a false-positive of the detector, and a lucky misclassification of the reidentifier), the corresponding video-clip shown does indeed contain the
pedestrian of interest, and thus is a positive video-clip. In the bottom, the pedestrian also appears in 12 frames of this video and the black brackets indicate
the 4 frames that are shown as output of the system. From these four frames shown, all four of them truly contain the pedestrian of interest, therefore Precf
is 1. From the 12 frames in which the pedestrian appears in the video, only four are shown, thus Recf is 4/12.

in the ordered list of all matches for a probe sample against
all classes in the gallery, then CMC is defined as

CMC(r) =
r∑

i=1

#ord(i)

tp
, r ∈ [1, . . . , # of classes] (1)

where tp is the true positives of the detector, and thus the total
number of probes.

This means that when there are FP probes, without a FP
class, each FP contributes to the denominator of (1) in the
CMC calculation, but not to the numerator. Given the defini-
tion of ord(i), and since the RE-ID classifier deals with each
sample independently, then when there are FPs the number
of correct RE-IDs is not affected. There simply are a greater
number on incorrect RE-IDs, thus reducing every value of the
CMC by the fraction of the amount of FPs relative to the total
of probes. See (2) below for the mathematical representation
of the original CMC equation when there are FPs

CMC′(r) =
r∑

i=1

#ord(i)

tp + FP
= CMC(r)

tp

tp + FP
< CMC(r).

(2)

When there are MDs, if on average, the samples missed are
distributed proportionally to ord(i), then the CMC does not
change. See (4) for the mathematical representation of this.
This means that the CMC does not penalize the MD introduced
by the PD algorithm. If there are MDs, there are less probes
to be classified (numerator) and the CMC values are divided
by a smaller number of probes (numerator)

CMC′′(r) =
r∑

i=1

#ord(i) − #ord(i)misseddetections(MDs)
tp

tp − MDs
(3)

=
r∑

i=1

#ord(i)
(

1 − MDs
tp

)

tp − MDs
= CMC(r). (4)

Therefore, to take into account both the MDs and FPs
introduced by the pedestrian detector, other metrics should be
used to complement the performance evaluation of a automatic
RE-ID system.

In other fields such as object detection and tracking, preci-
sion and recall metrics are used to evaluate the algorithms.1

1Such as in the iLIDS dataset’s user guide: http://www.siaonline.org/
SiteAssets/Standards/PerimeterSecurity/iLidsUserGuide.pdf.

Here, we take inspiration from such examples and adapt preci-
sion and recall metrics to evaluate not only the detection part
but also the integrated RE-ID and PD system.

Let a certain query for a person i, i ∈ 1, . . . , P, result in
Ni presented videos vi

n, n ∈ 1, . . . , Ni. Let t(vi
n) be the total

number of frames in the video, and p(i, vi
n) be the number of

frames actually containing person i. Finally, let gt(i) be the
correct number of frames where pedestrian i appears in the
whole sequence.

1) Precision in Frames (Precf): Number of frames shown
that do contain the pedestrian of interest over the total
number of frames shown

Precf = 1

P

P∑

i=1

∑Ni

n=1 p
(
i, vi

n

)

∑Ni

n=1 t
(
vi

n

) .

2) Recall in Frames (Recf): Number of frames shown
that do contain the pedestrian of interest over the total
number of frames in which the pedestrian appears

Recf = 1

P

P∑

i=1

∑Ni

n=1 p
(
i, vi

n

)

gt(i)
.

See Fig. 7 for two illustrative examples and note the varia-
tion of the performance metrics in the same video for different
d and w.

To summarize, there are several metrics, and they may be
combined in any number of ways to provide a final per-
formance measure. Recall penalizes MDs and thus if the
application absolutely requires to have the minimum possible
of MDs (i.e., detecting strangers in a high-security research
facility), recall should be given higher weight. Precision penal-
izes FPs and thus if the application favors not providing too
much wrong output (i.e., video surveillance in a shopping
mall) then precision should have more weight. Precf also
penalizes positive video-clips that only have a few frames
containing the pedestrian of interest, so it also limits the
attentional load put on the user.

One of the possible combination is defined as follows:

F − score = 2 · Precf · Recf

Precf + Recf
. (5)

Here we compute the harmonic mean of Precf and Recf (usu-
ally called F-score). In this type of problems, there are usually
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many more “true negatives” (frames without a given pedes-
trian) than false negatives, true positives and FPs combined.
F-score, not only is a classical way to combine precision and
recall, but also ignores the true negatives, being adequate to
evaluate this problem.

Finally, since our window-based classifier has binary output,
it cannot be evaluated by the CMC, it will only be evaluated
by the precision and recall metrics. Nevertheless, since the
CMC is the single most used metric in the RE-ID field, we
felt compelled to include it in this paper and to stress how
incomplete it is to evaluate a full PD+RE-ID system.

V. EXPERIMENTAL SETUP

This section presents an extensive evaluation of the pro-
posed system. The experimental evaluation will give emphasis
to the novelties presented in the framework, namely: 1) the
influence of the occlusion filter and the FP class presented
in Section III and 2) the performance of our window-based
RE-ID classifier for all the combination of parameters (r, d, w)
comparing against the respective BB classifier [T = (r, 1, 1)],
and baseline multishot methods assuming perfect tracking of
pedestrians.

A. Materials

We work with a recently proposed high-definition data
set [31].2 The data was acquired using eight high definition
cameras. Each sequence was acquired from a different cam-
era and corresponds to 30 min of video during rush hour in
our laboratory facilities. These eight video sequences contain
75 207 frames with 64 028 pedestrian appearances.

A set of images is collected beforehand and stored in a
gallery associated to their identities. We use two disjoint sets
for gallery and probes. More specifically, we select the best3

images of seven out of the eight cameras sequences for the
gallery, and use the left-out sequence as a probe set. The
gallery is built by hand-picking one manually cropped BB
image for each pedestrian in the sequences that they appear,
leading to a total of 230 cropped images for 76 pedestrians
(roughly three images per pedestrian). Having, on average,
three high quality images for each individual is realistic for a
real-life controlled entry point—a few cameras can be set to
point at the entry point to capture high-quality images from
distinct points of view.

The FP class (Section III-B) is built with the detections
from the seven gallery sequences that have no overlap with
any ground truth(GT) BB, for a total of 3972 detections in the
FP class. In a realistic case, the system could be set to work
on an automated by acquiring images early in the morning,
when the building is known to be empty, collect all detections
of pedestrians, which will all be FPs, and construct the FP
class.

The probe image sequence contains 1182 GT BBs, centered
on 20 different people. Such people are fully visible in 416
occurrences and appear occluded in some degree by other BBs,

2http://vislab.isr.ist.utl.pt/hda-dataset
3Best is here defined as images of pedestrians with full visibility and closest

to the camera.

or truncated by the image border, in 766 occasions. Since three
pedestrians in the probe set are not present in the gallery set,
we remove their corresponding 85 appearances from the probe
set (leaving 1097 appearances). The remaining 17 individuals
cross the field of view of the probe camera 54 distinct times,
therefore there are 54 ground truth (GT) video-clips.4 Fig. 8
displays in blue the appearances throughout the video of each
of the 17 pedestrians.

B. Methods

1) Pedestrian Detection: In this paper, we used our imple-
mentation [32] of Dollár’s [7] fastest pedestrian detector in
the west (FPDW). Being FPDW a monolithic detector, it is
constrained to generate detections which lie completely inside
the image boundary. This naturally generates a detection set
without persons truncated by the image boundary, facilitating
the RE-ID. This module outputs 1182 detections5 on the probe
camera sequence. The initial detections are filtered based on
their size, removing the ones whose height is unreasonable
given the geometric constraints of the scene (under 68 pixels).
This rejects 159 detections and allows 1023 of them pass.
The three pedestrians who appear in the probe set and are
not present in the gallery set generate 59 detections which
we remove from the detections’ pool, since they violate the
closed-space assumption|. This leads to the 964 elements that
form the base set of detections, 155 of which are FPs. Fig. 8
displays in green the detections throughout the video of each
of the 17 pedestrians.

2) Bounding-Box Reidentification: We use the state-of-the-
art BB RE-ID algorithm from [11]. Given a BB provided by
the GT or the PD module, the algorithm first detects body
parts using pictorial structures [1]. The algorithm uses a body
model consisting of head, torso, two thighs, and two shins
during the detection phase, and then merges the areas corre-
sponding to both thighs and both shins, respectively (see Fig. 3
for an example). Subsequently, the algorithm extracts color
histograms and texture histograms from the distinct image
regions. Finally it performs the classification based on the
extracted features with the multiview algorithm [28].

3) Window-Based Classifier With Clip-Based Output: The
output of the BB classifier is then filtered by the window-
based classifier, to then generate video clips of all the positive
windows that are contiguous or overlapping.

4) Multishot Methods: For comparison purposes, we have
we implemented two multishot methods: the SDALF algo-
rithm [10] and an implementation of a multishot wrapper
of our multiview single shot classifier. In fact, this wrap-
per can be applied to any single shot classifier, as we
explain below.

Multishot methods require tracklets (sequences of contigu-
ous BBs of the same person) for RE-ID. We build these
using the ground-truth data, as if a perfect tracker was avail-
able. Since our window-based classifier uses fixed parameters

4A GT video-clip is a sequence of contiguous frames where the pedestrian
is present in the camera field of view.

5Notice that although this is the same number as GT BBs, this is a
coincidence; 155 of these 1182 detections are FP.
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Fig. 8. In blue dots, we have the distribution of all 17 pedestrian appearances throughout the probe video sequence. In green vertical lines, we have all the
detections provided by the PD.

for the window size (w) and the minimum number of detec-
tions (d), we also divide the tracklets into fixed size chunks of
size m. Then, these chunks will be processed by a multishot
method to provide the identities of each frame. Chunks with
less than m BBs are discarded.

SDALF [10] is a state-of-the-art algorithm that computes
stable color regions and recurrent motifs of high entropy in all
BBs of the tracklet, weighted by body part. This descriptor is
them matched to likewise descriptors, computed in the gallery,
and outputs a ranked RE-ID list.

Our wrapper to multiview uses the confidence level of the
rank 1 RE-IDs provided by the BB classifier, and outputs
the identity of the person corresponding to the maximum
confidence over all BBs of the tracklet.

C. Performance Evaluation

The necessary GT for evaluating the RE-ID task is obtained
by processing the original GT annotations, and the detections
generated by the PD module. Each detection is associated with
the label of a person or the special label for the FP class. The
assignment is done associating each detection with the label of
the GT BB that has the most overlap with it. The Pascal VOC
criterion [9] is used to determine FPs: when the intersection
between a detection BB and the corresponding BB from the
original GT is smaller than half the union of the two, the
detection is marked as a FP.

To perform the evaluation of all the window-based classifier
with clip-based output experiments we compute the metrics
described in the previous section, Precf and Recf . Since the
CMC is the single most used metric in the RE-ID field, we
fell compelled to include it in this paper and to stress how
incomplete it is to evaluate a full PD+RE-ID system. We apply
it to the BB classifier.

D. Scenarios

We devised six scenarios to illustrate the different aspects
of the integrated PD and RE-ID system (see Table I).

For each scenario, we varied all parameters of our window-
based classifier, in the following range: r ∈ [1, 5], d ∈ [1, 20],
and w ∈ [1, 1740], which adds up to 174 000 experimental runs
for each scenario. Note that d = 1 and w = 1 corresponds to
the BB classifier.

TABLE I
CONSIDERED EVALUATION SCENARIOS. SEE TEXT FOR EXPLANATION

In scenario MANUALall we perform RE-ID on all pedes-
trian appearances no matter how occluded or truncated they
may be in the image. For all pedestrians there are some frames
in which they are significantly truncated (when they are enter-
ing or leaving the camera’s field of view). These instances
should be impossible for the RE-ID classifier to correctly clas-
sify, yet, this scenario provides a meaningful baseline for recall
because there are absolutely no MDs. Note that this method
of operation is not applicable in a real-world situation, since
it requires manual annotation of every person in the video
sequence.

In the MANUALclean scenario we perform RE-ID on the
416 GT BBs where the pedestrians are fully visible, consis-
tently with the modus operandi of the state of the art. This
means that the RE-ID module works with unoccluded persons
and BBs that are correctly centered and sized. Note that this
method of operation is also not applicable in a real-world situ-
ation, since it also requires manual annotation of every person
in the video sequence. This scenario is a baseline for precision.

In scenario MANUALcleanhalf we perform RE-ID in half the
samples of MANUALclean randomly selected. We devise this
scenario to highlight the effect of having many MDs, since
only 208 of the total 1097 pedestrian appearances are used.

Then, in scenario DIRECT we analyze the performance
of the system resulting from the naive integration of the PD
and RE-ID modules. Note that the 155 FPs generated by the
detector cannot be correctly reidentified, since they do not have
a respective class in the gallery.

Afterward, in the FPCLASS scenario, we turn ON the FP
class, thus providing the RE-ID algorithm with additional
training samples (samples of FPs) to build an extra class
(an FP class), and therefore evaluate our approach to address
detection FPs.



1744 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS, VOL. 46, NO. 12, DECEMBER 2016

TABLE II
TRIPLETS OF PARAMETERS THAT MAXIMIZE EACH METRIC

SEPARATELY, ON THE MANUALALL SCENARIO

Finally, in scenario FPOCC30 we also turn ON the
Occlusion Filter with the overlap threshold set to 30%. We
have determined in our previous work [30] that 30% is the
best value for this parameter in this dataset.

VI. EXPERIMENTAL RESULTS

In this section, we discuss the results obtained by running
our architecture in the scenarios described above.

Table II shows which combinations of parameters T =
(r, d, w) maximize each metric separately in the MANUALall
scenario. The triplets in the interval T = (1,≥ 18, [18 20])6

maximize Precf . Rank r = 1 and a large number of required
detections d, and the smallest possible w, causes the highest
possible confidence in each “detection” and produces video-
clips with the least possible amount of FPs, thus optimizing
precision. In this case, the parameters are so strict that only
two video-clips are produced as output, and all frames of both
video-clips contains their respective pedestrian, thus reaching
100% Precf . On the opposite side, all triplets in the interval
T = (5, 1,≥ 198) maximize Recf. Large rank, which indicates
small confidence in each detection, combined with a small
number of required detections to present output, and a large
window size w, causes the window-based classifier to capture
almost everything. Therefore, it does not miss any pedestrian
appearance, and has 100% recall.

This experiment allows us to have guidelines for the tun-
ing of the parameters if we wish to give more importance
to precision or recall, given the application. If we wish to
increase precision we should reduce r, increase d, while
keeping w small. If we wish to maximize recall, we should
increase r, reduce d and increase w. Note that in this last case,
the amount of data shown to the operator is much larger, but
a high-security application may require it.

We now analyze Table III and compare the results between
scenarios (rows) and between experiments in each scenario
(columns). The first and foremost conclusion can be observed
comparing the results for window-based classification with
BB classification [first column of each metric against the
column under T = (1, 1∗, 1∗)]. Window-based classification
consistently outperforms BB classification, in all experiments,
under the F-score metric defined in (5). This supports our
claim that window-based classification improves results over-
all. The second important conclusion comes from comparing
F-score values of the different scenarios. FPOCC30 consis-
tently outperforms FPCLASS which consistently outperforms
the experiments under the DIRECT scenario. This gives evi-
dence that the proposed modules (FP class and occlusion filter)

6Note that for a given T , w needs to be always greater or equal to d.

Fig. 9. CMCs comparing the performance of the BB classifier for various
configurations of the integrated RE-ID system. The three numbers for each
line correspond to the first rank, fifth rank, and normalized area under the
curve, respectively.

help deal with some of the issues of integrating the PD with
RE-ID.

Let us now analyze each scenario individually. Scenario
MANUALall is one baseline, it has absolutely no MDs, thus
it exhibits the best recall (see the first line of Table III). The
precision is low, because many instances of pedestrian appear-
ances are truncated or occluded up to a point to make it
difficult or even impossible for the BB classifier to correctly
classify with rank r = 1. This lowers the F-score and CMC
performances.

Scenarios MANUALclean and MANUALcleanhalf are also
baselines, complementary to MANUALall. They suffer from
the most number of MDs of all scenarios, thus exhibiting the
lowest recall values. On the other hand, because they pass only
the “clean” detections to the classifier, they achieve the lowest
amount of misclassifications and thus the highest precision val-
ues. Note how the CMC plot reports very good performances
for both MANUALclean and MANUALcleanhalf (see Fig. 9),
while the F-score and recall values (see Table III) clearly
differentiate between the two scenarios: MANUALcleanhalf
achieves much worse F-score and recall than MANUALclean,
due to the much higher number of MDs in the first scenario.
These results show that the CMC plot is largely unaffected
by different numbers of MDs and that precision and recall
statistics provide complementary information to characterize
the performance of integrated RE-ID systems.

In the DIRECT scenario, the naive integration of the PD
and RE-ID exhibits the expected low performance (the low-
est in Fig. 9 and in F-score on Table III). However, the best
triplets of parameters T = (r, d, w) are always low rank,7

in the region where the negative effect of not having a FP
class is not particularly noticeable/relevant (see the first points
of Fig. 9). This makes results not that much worse than the rest
of the scenarios. In the literature, FPs are either not considered
to the classification, or their influence in the final performance
is ignored. If indeed the FPs are considered, the CMC does
not reach 100% (see green curve in Fig. 9).

In the FPCLASS scenario the RE-ID module is able to clas-
sify a fraction of the FPs as such, therefore it exhibits better

7From the experiments conducted, we observed that the best T always had
rank r lower than 3.
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TABLE III
RESULTS FOR THE COMBINATION OF PARAMETERS THAT PROVIDE THE BEST RESULT OVERALL (1, 5, 10), AND

UNDER (1, 1*, 1*) RESULTS FOR THE CORRESPONDING BB CLASSIFIER (SETTING d = 1 AND w = 1)

TABLE IV
COMPARISON WITH MULTISHOT ALGORITHMS. MS5 AND MS10 ARE OUR MULTIVIEW METHOD WITH w = 5 AND w = 10 RESPECTIVELY.

SDALF5 AND SDALF10 ARE THE SDALF ALGORITHM WITH 5 AND 10 SHOTS, RESPECTIVELY

precision than DIRECT. The pedestrians that are wrongly clas-
sified as FPs will not decrease precision directly since the
system does not measure precision of the FP class. However,
they will decrease recall, because those instances are not
recovered and shown to the user. Nevertheless, the loss of
recall by this fact, is largely compensated by the improve-
ment in precision in the window-based classifier results and
experiments in the FPCLASS scenario consistently outperform
ones conducted in the DIRECT scenario, under the F-score
metric. Note that, when comparing the DIRECT experi-
ment with this one, we see that the CMC over-penalizes
FPs. The area under the CMC is drastically smaller in the
DIRECT experiment, while the F-score is just mildly inferior.
This supports our assertion that it is of interest to comple-
ment the CMC with other metrics when integrating RE-ID
with PD.

Finally, in scenario FPOCC30 we confirm that this oper-
ation mode is the best one. It consistently shows a better
F-score performance, as well as precision. We confirm that
applying the occlusion filter is a good compromise between
having some MDs from the rejected detections and having a
good RE-ID performance, since it outperforms experiments
from all other scenarios.

In Fig. 10, where we plot all the 174 000 experimental runs
for each scenario, one point per experiment, we demonstrate
the effectiveness of using a window-based classifier. All points
in the figure indicate the performance of window-based classi-
fiers with different combination of parameters, and the square
indicates the performance of the respective BB classifier in that
scenario. In all the five sub-figures (scenarios), the square (BB
classification) is always surpassed by many possible window-
base classifier parameter combinations. Also notice that the
FPOCC30 scenario exhibits the best compromise of precision
and recall overall.

Of interest is also noting that for all experiments, the best
100 triplets in F-score had all rank lower than 3. This suggests
that only the lowest ranks matter for practical applications of
the window-based and BB classifiers.

In Table IV, we see the results of multishot algorithms in
comparison with our window-based-classifier. The results sug-
gest several assertions: the similar precision results for the
window-based-classifier and our BB classifier wrapped by a
5-shot multishot wrapper indicate that both algorithms bene-
fit from rejecting spurious wrong classifications, by requiring
at least five classifications for a same person ID to provide
output; the lower recall results of the multishot algorithms
suggest that requiring tracklets of at least five sequential
instances is strickter than our proposed window-based clas-
sifier. Our algorithm does not require tracks and only requires
five loose frame RE-IDs to provide output, since the imple-
mented multishot rejects more instances and has more MDs
it has less recall. SDALF [10] has lower results overall which
are probably due to its lower rank 1 BB RE-ID performance.
Multishot’s requirement of having tracklets of a given size
may only be a plus when the detector+tracker can easily
provide such sized tracklets, and/or when the BB classi-
fiers do not have high-confidence wrong classifications. If the
detector+tracker can easily provide the required sized track-
lets, then the present multishot formulation will not cause too
many MDs from smaller sized tracklets. If the BB classifiers
have high-confidence wrong classifications, these classification
doom whole tracklets to misclassification.

A. Concluding Remarks

In summary, the most important observations are as follows.
1) Window-based classification consistently outperforms

BB classification, in all experiments, under the F-score
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Fig. 10. Precision in frames versus recall in frames for all 174 000 com-
bination of parameters r, d, and w, in all five scenarios detailed in Table I.
Each point represents an experiment with a given combination of the param-
eters. Precision is displayed in the y-axis, Recall in the x-axis, and the
respective F-score defined in (5) colors each point (from blue to red). The
circle corresponds to the triplet T = (1, 5, 10) that is one that depicts the
best performance all around. The square represents the point that maxi-
mizes (5) for d and w set to 1 (a BB classifier). By comparing the circle
to the square, it is immediately evident that there is a large boost in per-
formance from using a window-based classifier. (a) Scenario MANUALall.
(b) Scenario MANUALclean. (c) Scenario MANUALcleanhalf. (d) Scenario
DIRECT. (e) Scenario FPCLASS. (f) Scenario FPOCC30.

metric. This means that window-based classification
improves results overall.

2) The FPCLASS scenario outperforms the DIRECT sce-
nario in both BB and window-based classification, for
both CMC and F-score metric. This means that the FP
class is an important module that should be used when
integrating PD algorithms into the RE-ID pipeline.

3) The FPOCC30 scenario outperforms the FPCLASS sce-
nario in both BB and window-based classification, for
both CMC and F-score metric. This means that the
occlusion filter is an important module that should be
used when integrating PD algorithms into the RE-ID
pipeline.

4) The sharp drop in F-score for the MANUALcleanhalf sce-
nario over the MANUALclean scenario, while the CMC
values remain mostly unchanged illustrate how the CMC
does not penalize MDs.

5) The sharp drop in the CMC for the DIRECT scenario
over the FPCLASS scenario, while the F-score is only
a bit lower illustrate how the CMC overpenalizes FPs.

6) Window-based classification fares favorably against
multishot due to being more relaxed in it is detection
and tracking requirements which yields less MDs, and
thus better recall.

VII. CONCLUSION

In this paper, we have taken an holistic view of the RE-ID
problem and tackled several issues of interest for practi-
cal applications. First we define an architecture for a fully
automatic system in closed-spaces, integrating a pedestrian
detector with an RE-ID module. We propose, discuss and eval-
uate a few ways for “cleaning” the errors provided by the
pedestrian detector, namely the FPs, the MDs and the occluded
detections. A window-based classifier is proposed to exploit
the continuity of persons in the video sequences. The window-
based classifier takes noisy results from BB RE-ID classifiers
and filters their errors through a voting mechanism. By merg-
ing overlapped windows into short video-clips, we are able
to compact the information to be presented to the user. The
parameters of the window-based classifier are analyzed by
exhaustive experiments through precision/recall metrics that
take into account the existence of MDs and FPs in the system,
which are not completely assessed by CMC curves. These met-
rics provide a more complete view of the performance of the
system, including the overhead required to a human operator
on the verification of the systems output. Our window-based
classificator fared well against multishot with a perfect tracker
seemingly due to a combination of being more relaxed in
its detection and tracking requirements and the BB classifiers
poor rank 1 performance, which led to reduced MDs to our
proposed algorithm.
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