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Abstract. The delineation of impact craters is performed with a novel
algorithm working in polar coordinates. The intensity transitions are
determined along radial lines intersecting the center of the crater (Edge
Map) being the optimal path, which corresponds to the minimization
of an energy functional, computed by Dynamic Programming. The app-
roach is tested on 8 HiRISE scenes on Mars, achieving a performance of
95 % of correct delineations.
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1 Introduction

The detection of impact craters on remotely sensed images from planetary sur-
faces is being done with an increasing number of automated approaches. A consis-
tent evolution is observed in the last decade [1-9] with significant improvements
that permit their use in the creation of crater catalogues [10-12]. Neverthe-
less, all these detections are represented in a simplified manner: each crater is
described by a dimension (average diameter) and a location (coordinates of its
centre), that is, by a perfect circular shape. The assimitries and irregularities
of contours are thus not taken into account. Although these features are not
fundamental for establishing surface chronologies [13], their availability at large
scale is crucial to a better understanding of the resurfacing history and of the
past climates on Mars [14]. The automated delineation of impact craters has
only been done so far on two approaches: one based on a judicious sequence to
find and link the crater edges in polar coordinates [15], the other based on the
watershed transform and other mathematical morphology operators [16]. The
initial results achieved a very good degree of success, but faced some difficulties
when the datasets were enlarged, being not able to estimate a contour in a large
amount of the samples and being too sensitive to local textural variations. Since
there was an evident degradation of the performance in the most difficult exam-
ples, there still exists enough space for improvements. Therefore, we propose a
novel algorithm to overcome those difficulties which is built into two main steps:
edge enhancement in polar coordinates and crater delineation.
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2  Algorithm

2.1 Overview

We assume that, to estimate the crater boundary contour, we know the location
and radius of each crater. Even though we know this information in advance,
crater delineation is a chalenging task since crater images often present low
contrast between the crater rim and surrounding terrains making the detection
of the rim very subtle.

The first step of the algorithm relies on intensity variation and tries to detect
the intensity changes associated with the crater rim, while the second step tries
to link the edges using geometric information.

Unfortunately, simple edge detection and linking approaches fail in this kind
of images. Edge detection algorithms provide unreliable edges most of them
associated to the terrain irregularities. To circumvent this difficulty, this paper
defines a continuous edge map, e(x) € [0, 1], which measures the amount of
directional intensity variation in the vicinity of each point x. A value e(x) = 0 is
assigned to a pixel x if there is strong intensity variation in the vicinity of x in
a direction orthogonal to the crater contour. On the contrary, a value e(x) =1
is assigned if the image is constant in such direction. In the second step, we
compute a closed contour, x(s), that minimizes an energy functional

E= /6(x(s))ds + B (%), (1)

similar to the one used in the snake algorithm [17,18]; E;:(x) denotes the inter-
nal energy which measures deviations of the crater contour, x(s), with respect
to a circle and s denotes the arc length parameter of the curve.

It should be stressed that both operations become simpler and more effective
if the image is converted from Cartesian to polar coordinates. This conversion
is performed according to the procedure presented in [15].

2.2 Edge Map

We wish to define an edge map in polar coordinates e(r,#). This map should
assign a low value to points which are likely to be edges and high values to points
which are not. We will assume that edges are associated to intensity transitions
along radial lines intersecting the crater center, ¢ (0 constant).

The radial gradient is defined as

g(r,0) = |P(r,0) * h(r)], (2)

where |.| is the absolute value, P(r,0) is the input image in polar coordinates
(r,0), x denotes the convolution operation along the columns of P and h(r) is
the impulse response of a highpass filter, defined by h(r) = —u(r — T') 4+ 2u(r) —
u(r+T) where u(r) is the unit step function. This convolution can be computed
extremely fast if we compute the integral image along the columns of P [20].
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After computing the gradient, the edge map is obtained using the logistic

function
2

e(r,0) = T ot

3)
which is often used to map the gradient intensity g € [0,+oo[ into an edge
confidence € € [0,1[; s is a scale parameter. Since we have a good estimation of
the radius of the crater, R, we will restrict r to an interval [rpin, 'mas] centered
on R.

Fig. 1 shows the conversion from Cartesian to polar coordinates, assuming
that 7 = 0.8R, Tmax = 1.2R, and the corresponding edge map (right). The
first and last rows of the edge map are padded with high intensity values since
the highpass filtering results are unreliable.

Fig. 1. Image transformation: original image and sampling points (left), polar image
(centre) and edge map (right)

2.3 Crater Delineation

The second step concerns crater delineation. We will assume that the edge map,
€, has M lines and N columns. The crater boundary is characterized by a
sequence of row indices r = (rq,72,...,rn) such that r, € {1,...,M}. These
indices represent the crater radius for each direction. If the crater boundary was
a circle centered at c, then the index sequence would be constant. In practice,
the radius r; changes slowly and must obey the boundary condition r; = ry =k
(k unknown), since it represents a closed contour. Fig. 2 shows the edge map
and the estimated countour in polar and Cartesian coordinates.
The contour sequence, r, is chosen to minimize an energy functional

N

E(r) =1, =k)+ 26(}9, rp) + C(Tp—hT;D) ) (4)

where €(p,r,) is the edge map and c(rp—1,7p) denotes the cost associated to
the transition from r,_; to r,. For the moment, we assume that 7 is known
(r1 = k). In addition, we also assume that |r, — r,_1] < 1 to enforce smooth
transitions and the transition cost is defined by
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Fig. 2. Contour delineation: original image (left), edgemap and optimal contour (cen-
tre) and transformed contour (right)

0 if|rp,—rp_1]=0
c(rp—1,mp) =R a ifjrp—rpq|=1 . (5)
+00 otherwise

The minimization of F(r) under the constraint 7y = rny = k can be solved by
Dynamic Programming [21,22]. Dynamic Programming minimizes E(r) in two
steps. The first step computes the optimal costs to go from column 1 and line &k
to column ¢ and line j, E¢(j),

E(j) = min (e(l,r =k) + Z e(p,rp) + c(rp—1,mp) | - (6)

T2 yeeesTiT4 =] =
The optimal costs are computed by a forward recursion

Ei(7) = e(t,j) + min [E,— (i) + (i, j)] - (7)

Since we want to retrieve the optimal path, it is important to store which

value of ¢ minimizes [Ey_1(i) 4+ ¢(i,7)] in (7). This information can be stored
using a set of a pointers

bild) = argmin [ () + (i, )] (®)
After computing the optimal costs E;(j),t =1,...,N,j =1,..., M, we know
what is the minimum energy associated to an optimal path r7,...,7% ending
in ri = k. The optimal path r* = (rf,r3,...,7r}) such that vy, = k, can be

obtained by backtracking
ri_y = (1) t=N,...,2. (9)

The Dynamic Programming algorithm under the restriction r; = ry = k is
summarized in Table 1. It provides the optimal path assuming that we know the
boundary conditions k. Since the optimal & is unknown we repeat this procedure
for all possible values of k € {1,..., M} and choose the one which minimizes the
energy.
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Table 1. Dynamic Programming algorithm with boundary conditions r1 = ry =k

Forward recursion: computation of the optimal energies

El(j):{e(l,k)ifj:k

400 otherwise
Ei(5) = €(t,5) + miin [Ei—1(3) +c(i,5)], t=2,...,N
e (9) :argmiin [Ei—1(2) +c(i,5)], t=2,...,N
Backward recursion: computation of the optimal contour
ry =k
7“:—1:%(7“:) t=N,...,2.

3 Experimental Results

We tested the algorithm on the highest resolution images presently available from
the surface of Mars, that is, those captured by the HiRISE camera onboard the
Mars Reconnaisance Orbiter in the two commonly provided resolutions, 0.25
and 0.50 m/pixel, in a map projected product. Thus, we selected regions in both
hemispheres, with noticeable differences in the amount of craters, also exhibit-
ing a wide variety of erosions rates, from pristine craters (with sharp rims) to
degraded structures (with irregular, faint or missing parts of the rim), and also
some examples with craters hardly noticeable. The testing datasets are consti-
tuted by 8 HiRISE images and a total of 805 craters depicted from them. The
following parameters were heuristically chosen: N = 61, M = 360, T' = 6 and
a = 0.02.

We evaluate the performance of the algorithm through the comparison of
the delineated contour with a manually created contour (ground-truth contour)
for each and every crater of the dataset. Each crater was manually delineated,
also estimating a contour in regions where the crater rim was absent, that is,
creating always one single closed contour for each impact structure. The distor-
tion between those pairs of contours was measured by the percentage of correct
points (¢p), small errors (se) and gross errors (ge), as defined in [15,16].

Each crater of the 8 images was individually analysed and a closed contour
estimated by the current algorithm (’Dynamic Programming’) and by one of the
previous approaches ("Morphologic’) [16]. In many pratical applications, like in
this crater delineation problem, small errors are acceptable, so we focus mainly
our attention on gross errors (those whose distance between contours is superior
to 0.05 of the crater diameter).

The average performances obtained by both methods are shown in Table 2.
The Dynamic Programming algorithm performs very well and leads to an overall
error of only 5% of incorrect delineations. In comparison, the 'Morphologic’
algorithm obtained a lower performance with an overall error of 10.5%.
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Table 2. Average performances (%) of automated crater delineation (cp-correct points,
ge-gross errors, se-small errors)

Dataset|Craters|[Dyn. Prog.||Morphologic
(#) cp | se |gell ep | se | ge
8 images| 805 {/60.1/34.9|5.0(|45.8|43.7|10.5

Fig. 3. Successful crater delineation examples (the white scale bars correspond to 50m)
[image credits: NASA /JPL/University of Arizona]

The images of positive and negative examples, provided respectively in Fig. 3
and Fig. 4, are also a comprehensive illustration of the performances achieved
by the algorithm. The proposed algorithm manages to delineate very difficult
examples with high texture and missing rims. The number of failures is small
and usually associated to strong geometric deformations of the crater rim in
which the circular shape can no longer be assumed. These cases are very rare.
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Fig. 4. Incorrect crater delineation examples (the white scale bars correspond to 50m)
[image credits: NASA /JPL/University of Arizona]

4 Conclusions

In this study we presented a novel algorithm to delineate the boundary of impact
craters previously detected on the surface of Mars. The proposed algorithm
achieves very high performances (average error of 5%) in a diversified dataset of
805 craters and clearly outperformed the best available algorithm.

We consider that the exploitation of the a priori knowledge about the prob-
lem, like the circular geometry and image intensity patterns of the craters, and its
integration into an optimization procedure, are the key features for the robust-
ness and high success achieved by this novel algorithm. In particular, the geom-
etry of the craters permits to adequately define a region of interest around its
rim and hugely constrain the space of search for edges of interest. Moreover, the
improved detection of the crater edges synthesized on the Edge Map and the
detection of the optimal path (the crater contour) with the Dynamic Program-
ming algorithm are also strong points. Finally, converting and processing the
crater images into polar coordinates also greatly simplifies the processing and
turns it into an additional advantage of the approach.
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