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Information Geometric Algorithm for Estimating
Switching Probabilities in Space-Varying HMM

Jacinto C. Nascimento, Member, IEEE, Miguel Barao, Jorge S. Marques, and Jodo M. Lemos

Abstract—This paper proposes an iterative natural gradient
algorithm to perform the optimization of switching probabili-
ties in a space-varying hidden Markov model, in the context
of human activity recognition in long-range surveillance. The
proposed method is a version of the gradient method, developed
under an information geometric viewpoint, where the usual
Euclidean metric is replaced by a Riemannian metric on the
space of transition probabilities. It is shown that the change in
metric provides advantages over more traditional approaches,
namely: 1) it turns the original constrained optimization into an
unconstrained optimization problem; 2) the optimization behaves
asymptotically as a Newton method and yields faster convergence
than other methods for the same computational complexity;
and 3) the natural gradient vector is an actual contravariant
vector on the space of probability distributions for which an
interpretation as the steepest descent direction is formally correct.
Experiments on synthetic and real-world problems, focused on
human activity recognition in long-range surveillance settings,
show that the proposed methodology compares favorably with
the state-of-the-art algorithms developed for the same purpose.

Index Terms— Hidden Markov models, EM algorithm, natural
gradient, parametric models, surveillance, trajectories, vector
fields.

I. INTRODUCTION

PTIMIZATION of probability distributions is ubiquitous
Oin science and engineering applications. Practical
applications addressing this problem embrace quite diverse
research areas. For instance, in route traffic optimization,
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aiming at selecting the route according to a given distribution,
such that several routes can be used at its maximum capacity.
Other application is in control of regulatory gene networks,
where each network state is a specific combination or
activation profile of genes. Since interactions at the molecular
level are stochastic, the probabilistic approach becomes
a natural formulation. Other application is in image
processing, e.g. activity classification from pedestrian’s
trajectories, where the switching probability mechanism is
also present; the focus on this paper. More specifically,
we consider the activity recognition problem in a far-field
surveillance scenario. In this problem a set of observed
pedestrian trajectories are used to build a model of
pedestrian’s behavior in a scene. It is well known that,
in many scenarios, people tend to follow a set of typical
trajectories. Based on this observation, we propose to model
pedestrian trajectories via a small set of vector/motion fields
estimated from observed trajectory data [1], [2]. To increase
the expressiveness of the model, we let each trajectory
follow a probabilistic mechanism which is space-dependent;
i.e., the switching probability between the vector/motion fields
may depend on the specific spatial location. For this purpose,
we have a field of switching (stochastic) matrices on the
image domain. This approach is flexible enough to represent a
wide variety of trajectories and allows modeling space-varying
behaviors without resorting to non-linear dynamical models,
which are infamously hard to estimate from training data.

Learning of the models is performed using the Expectation-
Maximization (EM) algorithm. In each EM iteration, a
maximization step is performed on the vector/motion fields
and on the switching matrices separately. While vector/motion
fields are explicitly maximized, switching matrices do not
have such explicit solutions. We therefore resort to iterative
methods from the family of gradient based methods. Other
methods have been tried before with success [1], [2].
Their computational cost, however, is high since a full
run of a gradient method is required on each step of the
EM algorithm.

To overcome the computational costs involved, this paper
proposes the application of the natural gradient method.
We show both theoretically and experimentally that the
methodology herein proposed is tailored for estimating such
transition probabilities with obvious advantages.

This paper is organized as follows: Section III presents
the natural gradient algorithm and demonstrates some of the
theoretical properties; Section IV presents in greater detail
the space-varying HMM, more specifically, the function to
be optimized; Section V shows experimental results and
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compares the proposed algorithm with the state-of-the-art;
finally, Section VI draws conclusions.

II. RELATED WORK

There are several existing surveys within the area of
human activity analysis [3]-[6], where quite distinct focus on
this subject are available in these overviews. In this work,
we describe the human activity related works following
the review proposed by Aggarwal [6]. We first review the
categories of the recognition methodologies describing its
main characteristics, and positioning our methodology viewed
by the approach-based taxonomy [6]. Then, we briefly review
the works that most relate with the proposed approach.

Following the mentioned review, different class of
approaches have been proposed. Basically they can be
classified in single layered or hierarchical approaches. Single-
layered approaches attempt to represent and recognize human
activities from a sequence of images, whereas hierarchical
approaches represent each human activity as being composed
by several atomic (or event) actions that are more simpler
to describe (see Fig. 1 for an illustration of the taxonomy).
Single-layered approaches can be further divided into
space-time and sequential approaches. Basically, the former
considers the input video as volume, i.e. a collection of frames
through time. In the latter (sequential), the human activity
is considered a sequence of observations computed from the
image sequence.

According to the above tree-structured taxonomy, the
framework herein presented is a single-layered approach, since
we aim at classifying human activities based on a sequence of
images. Also, it is sequential, since the proposed approach
recognizes human activities by analyzing sequence of
features or observations through time converting, in this way,
a sequence of images into a sequence of observations; particu-
larly the image sequences are converted into trajectories. More
specifically, we propose a sequential-single-layered based on
a space varying HMM i.e. state model-based approach.

Hidden Markov Models (HMMs) have been widely pro-
posed as suitable state model-based approach for recognizing
human activities due to its effectiveness for modeling the

Human activity taxonomy as proposed by Aggarwal and Ryoo in the review [6] where the “path” of the proposed methodology is highlighted.

variations of the observations in the human activities or
actions. One of the first approaches is rooted in [7] that uses a
standard HMM to recognize activities and [8] for recognizing
human gesture using state model. Variants of HMM have also
been proposed to tackle human activity analysis. One of the
first examples is in [9], where a coupled HMM (CHMM) is
built to model human-to-human interactions. In [10] a dynamic
Bayesian Network (DBN) is used to recognize gestures of
two interacting people. Another variant of the HMM
for modeling human interactions is proposed in [11]. More
specifically, the framework is an extension of CHMM called
coupled hidden semi-Markov models (CHSMMs), where the
HMM has compositional state in both space and time.

In a slightly different context, several researchers have
proposed new approaches for modeling relationships and
dependencies among objects and human activities to improve
both object recognition and human activities performances.
One such example is the approach in [12], that proposes
a Bayesian method for modeling contextual relationships
between four perceptual elements of human object interaction
namely, object perception, reach motion, manipulation motion
and object reaction. In the same line of state-model based
approaches, the work in [13] demonstrates that the partial
models of individual static poses can be combined with partial
models of the video’s motion dynamics to achieve motion
classification.

All the above mentioned works act mostly at action, gesture
or interaction levels, being short-range based approaches.
Our proposal contrasts with aforementioned works in the
sense that we focus on long-range, with a camera cov-
ering a wide area, therefore, the video resolution is low.
Usually this embraces single-view, single-view/view-invariant
and multi-view settings [14], [15]. Under this constraint,
it is not possible to obtain a detailed feature descriptors.
The typical solution is to collect only the object’s posi-
tions through time along tracks, termed as frajectories. Still,
the trajectories are a rich source of information that have
been applied in other category of approaches such as in
space-time approaches (see Fig. 1). In this category of
approaches, the activity is interpreted as a set of space-time
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trajectories that are capable to detail the human movements.
However, the recognition process is generally regarded as
a template matching process. This means that a template,
learned using training trajectories, must be matched against
new observed (test) trajectories to perform activity recognition.
Thus, this strategy requires some similarity measure. What
happens is that, the same activity may be performed in differ-
ent rates, so similarity must consider these variations. To tackle
this problem, different trajectory analysis problems have been
addressed using pairwise (dis)similarity measures between
trajectories. This includes, for instance, Euclidean [16],
Hausdorff [17], [18] distances. However, when the trajectories
are produced by probabilistic generative models [19]-[22],
usually of the hidden Markov model (HMM) type, as we
propose in this paper, this does not require alignment or
registration of the trajectories being compared; moreover,
it provides a solid probabilistic inference framework, based on
which model parameters may be obtained from observed data.

A. Detailing the Algorithm

In our previous work [1], we have proposed a class of
space-varying switched motion fields model for classifying
human activities. Basically this framework is equipped with a
model switching in the Markov chain, in which, the transition
probabilities are estimated in a simplex probability constraint.
Under this constraint, standard gradient based methods are
applicable. In this paper, the methodology contrasts with [1] in
sense that now, we stay away from this assumption by propos-
ing a natural gradient method for the estimation of switching
probabilities. We show that performing the optimization in a
Riemannian space equipped with the Fisher metric, provides
several advantages over the standard methods. One of the
advantages is that, the Fisher metric is able to smoothly modify
the gradient direction, so that it flows within the feasible
region, i.e. the parameter space that satisfies all probability
constraints.

The use of the natural gradient is motivated by the fact
that the space of probability distributions is a space with its
own natural metric structure that is not exploited in generic
methods. This point of view is exposed in works by Amari and
others [23] and is generally known as information geometry.
In particular, it is suggested [24] that the natural gradient
should be used in learning problems. As an application
example, the natural gradient is used in [25] to solve a very
high dimensional probabilistic control problem.

III. NATURAL GRADIENT

Optimization of switching probabilities is usually dealt
with as a constrained optimization problem since probabilities
have to lie on a probability simplex. Here, we adopt a
different approach based on the information geometric frame-
work [23], [24]. Within this framework, switching probabil-
ities are considered as points on a differentiable manifold
(a statistical manifold) and their optimization is then
performed as an unconstrained optimization problem.

When dealing with categorical distributions having proba-
bilities (p1, ..., pk), one possible parameterization is to use
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Fig. 2. Tllustration of the differences between the Euclidean geometry (left)
and the proposed manifold geometry (right).

the K — 1 independent probabilities & = (py,..., px—1) as
coordinates, the remaining probability px being dependent
and automatically computed by px = 1 — Z,K: ]1 Di.
This parameterization provides a global coordinate system on
the manifold. Then, a metric can be introduced by defining an
inner product (v, w) = v’ Gw between vectors v, w belonging
to the tangent space of each point £. A particularly interesting
metric makes use of the Fisher information matrix G = [g;;]
defined by
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This metric has the property that it is invariant with respect
to coordinate transformations and is central to the definition
of natural gradient. The invariance property implies that the
geometry does not depend on a particular parametrization for
the probability distribution and justifies the name natural.

The gradient vector of a function f is the (contravariant)
vector V f such that (V f,v) = df (v) holds for any vector v.
In this equation, df denotes the differential of the function f
(a 1-form whose components are given by the partial deriv-
atives of f). In the matrix convention adopted henceforth,
the differential is written as the row matrix with components
df = % a;if, 1] and the gradient vector as a column
matrix. Specializing the gradient vector computation for the
statistical manifold of categorical probability distributions, and
using the Fisher information metric (1) above, yields

V=61 =¢o@NH —&Wdf -9, 2)

where the operator o denotes the Hadamard product (element-
wise product of vectors) and - is the usual dot product.
Using the formula on the right hand side, the gradient can
be computed avoiding the explicit construction of the Fisher
information matrix and its inverse, yielding linear time compu-
tational complexity and not requiring additional memory. Also,
it can be shown [25] that V f vanishes on the boundaries of
the probability simplex. This latter fact alone, turns probability
optimization into an unconstrained problem, since it is not
possible to move out of the simplex using an appropriately
bounded, but positive, optimization step.

To illustrate the effect of the new geometry culminating
in the transformation (2), Fig. 2 shows how arbitrary differ-
entials df are transformed into natural gradient vectors V f.
While the differential df can arbitrarily point in any direction
(left image), depending only on the function f, its correspond-
ing gradient vector also depends on the metric G and is thus
affected by the point on the manifold where the gradient is
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computed (right image). For instance, near a simplex border,
the metric tends to loose the corresponding dimension, which
can be seen by the ellipsis becoming narrower.

The maximization of a generic function f is then performed
using the natural gradient method

1 =&+ VY, 3)

where the scalar # is a positive step size. This equation is iter-
ated until convergence is attained. To ensure that the updated
probabilities correspond to a valid probability distribution, the
step size has to satisfy the bounds

1

O0<yp<———,
df ¢ —a

a = min{O, (df)l, ey (df)](_l}.

“)

Although (3) has the appearance of a standard gradient
method, the fact that we are using the natural gradient,
derived from the Fisher information metric, provides additional
advantages in some classes of problems. A particular example
is when the objective function f is the Kullback-Leibler
divergence between two probability distributions, one of them
being the probability distribution under optimization. Since the
Hessian of the Kullback-Leibler divergence D(pgx||pestac)
is precisely the Fisher information matrix G defined in (1),
the gradient method (3), rewritten as

&1 =&+ G HANT, )

shows that for small A& (i.e., near the optimal point &*)
it can be interpreted as a Newton method, thus providing
quadratic asymptotic convergence. This fact will be exploited
later to justify the observed gains in convergence speed of the
surveillance problem.

IV. SPACE-VARYING HMM

In this section, we illustrate how the natural gradient
methodology described in Section III can be useful for esti-
mating the parameters in a generative model as detailed in
Section IV-A, from which, the trajectories are drawn. The
Markov chain herein formulated is space varying, and it will
be shown that the natural gradient can accurately estimate
the space varying switching probabilities in the chain. The
application used focus on the trajectory classification for
human activity recognition, one of the core research topics
in surveillance systems as we illustrate in Section V.

A. Generative Motion Model - Multiple Vector Fields

We will denote the set of vector motion fields as
T = {T1,...,Tg}, with T;, : R> — R? for k, €
{1,..., K}. The generative motion model of the trajectory is
given as [1]

X[=Xt71+Tkt(Xt71)+W[, t=29"'9L9 (6)

where w; ~ N (O,akzl I) is white Gaussian noise with zero
mean and variance Ukz, (which may be different for each field),
and L is the number of points in the trajectory. Also, we will
assume that the sequence of active fields k = {ki,...,kr}
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is modeled as a realization of a first order Markov process
with space varying transition probabilities. This model allows
switching to depend on the object localization, thus having
P(k; = jlki—1 = i,%-1) = Bjj(x,—1), where B : R? —
RX*K is a field of stochastic matrices. The matrix B can also
be seen as a set of K2-dimensional fields with values in [0, 1]
s.t. Zj B;j(x;) = 1, for any x; and any i.

The joint distribution of a trajectory x = {x1,...,Xr} and
its underlying sequence of active fields k, under the model
parameters ® = (7, B, X), is given by

L
P, k@) = p(xi)P(k) [ | pOelxi—1, ki) plkelki—1, % -1).

=2
(7

From (7), we see that p(k/k;—1,%X,—1) is a function
of B, p(x¢|x;—1,k;) is a function of 7 and X, and
p (X, ke |X;—1, k;—1) is a function of 7, B, and X.

As in [1] both of the fields and transition matrices (7, B)
are modeled in a non parametric way. More specifically, they
are defined at the nodes of a regular grid. To obtain the
velocity fields and switching probability fields, we interpolate
the vectors t,E") and matrices b" defined at the nodes of the
grid as follows

N N
T = > t"¢®. Bx =D b"g,x) (8
n=1

n=1

where ¢, (x) : R - R, forn = 1,..., N is a set of scalar
basis functions, e.g. bilinear interpolation functions. Given the
image domain D = [0, 1]%, a discretization is performed using
an uniform grid with step A.

B. Learning the Generative Model

Here, we detail how the model parameters ®@ = (7, B, X)
are learned. More specifically, how the motion fields 7 =
{Ty,..., Tk}, the field of the stochastic matrices B and the
noise variances ¥ = {012, ... ,a,%} are learned from a set
of S independent observed trajectories X' = (x, ..., x®),
where x() = {xgs), .. .,xgi)} is the s-th observed trajectory.
Since we assume that the sequence of active models K =
kM, ... k®)} are missing, we apply the EM algorithm to
find a marginal maximum a posteriori (MMAP) estimate of ©;
formally the estimate is given by

©

argmaxz p(X, K|®) p(©)
6 K

s
arg m(gx Z H P9 k¥ @) p(©) 9)
K s=1

where each factor p(x®), k®)|®) has the form given in (7), the
sum over K has K2 Ls) terms and p(©) = p(T)p(B)p(X)
is some prior.
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C. The Complete Log-Likelihood

The EM algorithm aims at computing (the E-step) the
expectation of the complete log-likelihood which is given by

0(®; ©)
EEK[logp(X,IQ@)IX,@]
s Ly K

- > o) log N (x”xY) + T (xY)), oD)

ﬂ(@;@)
S Ly K K
+ 333 ) log Beu(xY)), (10)
s=11=2 I=1 g=I
g(@;@)
where wt(sl) = Plw, (S) = 1|x®), @], and w l = Plw t(sg)l =

11x®), ®] which are obtamed by a modified forward backward
procedure.

The M-step maximizes the Q-function in (10) with respect
to the model parameters ®. The maximization with respect to
the motion vector fields 7" and noise variances X (the term
A(@; @) in (10)) can be achieved following the same strategy
as in [1]. _ R

To estimate the term B(®; ©) in (10) is much more
difficult, and we delve into the framework as described in
Section III.

The term B (@; @) is the one which allows the estimation
of the transition matrix and it is the most important in many
human activity recognition problems. In fact, it is a very spe-
cific feature that depends on the class itself, i.e. the switching
probabilities among the motion regimes can contribute as a
discriminative information for the recognition task, as will be
discussed further (see Section V).

We now argue that the use of the natural gradient method
to estimate Bg,l(xt(s_)l) has the potential to obtain a higher
convergence rate than standard gradient methods. To see this,
first notice that B(O®; 9) in (10) is the term that we are
actually interested in, when maximizing Q(©; @) with respect
to the transition probabilities. This expression can be rewritten
as follows:

S Ly K

F(B(%-1)) = Zzzi

s=11=2 [=1

log B /(x))). (11)

=) _ =(s) = ()

Factorizing the joint distribution w, el = Wp g 0 g

using

II)I(S;—H - P[wz(sg)—ﬂ = 1|w(s) = 1,X(S), @], yields
F(B(x;— 1))
S Lg
Yy fséwaLLzlongz(x )
s=1t= 2g 1
S L )y ()
= - (s) (s) 8 Z(X )wt,g—>l
Zzzwfgz tg—)llogT
s1t2g1 =1 wt,g—>l
S L
Y Sl (- D) - ).
s=11=2 g=1

12)
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where D(-||-) denotes the Kullback-Leibler divergence
between two probability distributions and H () denotes the
entropy function. When maximizing with respect to the
transition probabilities, only the Kullback-Leibler divergence
term is of interest. We can now provide an interpreta-
tion of the M-step as the minimization of the expected

Kullback-Leibler dlvergence between wt(sz,ﬁ ; and switching

probabilities ngz(xtfl), ie.

S Ly K

mmZZZ 28 D(@°)_, | Beax))).

s=11=2g=

(13)

This expression can be interpreted as follows. For sufficiently
fine grained grid, the transition probabilities Bg,l(xt(s_)l) can
exactly match the weights wt( ;» ; and the Kullback-Leibler
divergence attains its minimum value of zero. For coarser
grids, this is no longer the case, and we are minimizing the
discrepancy in switching probabilities weigthed by probability
of the previous active field (if a field has zero probability,
the transition probabilities from that field to any other are
undefined). See additional comments in the Appendix.

V. EXPERIMENTAL RESULTS

In this section we present results concerning the con-
vergence of the proposed algorithm and trajectory (activi-
ties) classification using several synthetic examples. Also, we
present results in a real scenario illustrating the performance
of the proposed technique for classification of the pedestrians
activities (from trajectories) typically found in far-field sur-
veillance scenarios. In the experimental evaluation presented,
we also perform a comparison between the proposed method
described in Section IV-B and the gradient projection (GP)
algorithm [26] used in [1]. The two main components of
the GP algorithm are: (i) the computation of the gradient of
the objective function and the projection onto the constraint
set (i.e. stochastic matrices). Concerning the latter (i.e. the
projection), it consists in projecting each row of the transition
matrix onto a probability simplex, for which a recent approach
has been proposed (see [27] for an in depth review).

Throughout the section of the experimental evaluation,
we assume that we have a known number A of different
activity classes (type of trajectories), i.e. a € {l,..., A},
and that we have a subset of trajectories from each of these
activity classes, X 1 .., x4 We will denote the set of the
fields and parameters corresponding to each activity class a as

¢ = (T, B*, X%, fora=1,...,A. In some cases, one or
more of these collections of parameters may be shared among
the classes; for example, if the motion fields are common
among the classes and only the switching matrices differ,
we have 7 =7 and X4 =X, fora=1,..., A.

A. Convergence of the Natural Gradient

1) Example 1: This example illustrates the convergence
of the proposed technique at estimating the space-varying
stochastic matrix (see (10)) in the context of a synthetic
trajectory (activities) example.



5268

Fig. 3. Two synthetic trajectory classes. Straight (blue) and disperse (red)
trajectories containing different motion models. Grid nodes (n = 121) are
shown in blue dots.

= [

(@) (b)

Fig. 4. Convergence of the gradient during the 10 iterations of the
EM algorithm. (a) results using the proposed methodology (7 = 1 x 1072)
(b) results using the GP method used in [1] (y =4 x 10_2).

Fig. 3 illustrates two classes (activities) of trajectories.
One class contains one left-right (horizontal) motion model to
describe, say, the straight activity. This activity has zero proba-
bility of switching, i.e. identity transition matrices everywhere
in the grid.! The second activity contains three motion models,
one left-right horizonal motion as in the previous class, and
two diagonal motions to describe the disperse activity. In this
case, the trajectories can turn up or down. Thus, to generate
this class, the entries that allow to switch from the horizontal
motion model to one of the diagonal motion models are set
to 0.5. The remaining entries follow an identity structure. All
the trajectories start roughly at the image point [0,0.5]7 of
the unit square as illustrated in the figure.

To illustrate the convergence velocity of the proposed
technique, we turn the experiment as simple as possible:
we assume that we know beforehand the velocity fields 7°
(i.e. the first term in (10) is known). Under this assumption,
we only have to estimate, the weights u_)t(S; ; and the transition

matrix ngl(xt(i)l) for all the trajectories. In this experiment

we used 10 iterations for the EM algorithm and 50 internal
iterations in the M-step to estimate the transition matrix B.?
Fig. 4 illustrates the convergence velocity for the best step-
size 5 found for each methodology. Each descendent line has
50 points, corresponding to the number of iterations used in
the M-step. It is illustrated a total of 10 lines corresponding
to each of the EM iterations. We observe that the natural
gradient behaves a quasi-Newton, variable metric, method as it
approaches the optimum. This justification is due to the Fisher
information metric matrix that plays a fundamental role in the
framework. It is seen the quadratic behavior of the proposed
methodology vs. the linear behavior of the project simplex

In all the experiments presented a grid of 11 x 11 nodes is used to represent
the vector fields and the field of stochastic matrices.

2Although 50 iterations were used for the illustration purposes, only
10 iterations suffice as illustrated later in this section.
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Fig. 5. Gradient direction during the convergence of the EM. (a) 3D surface
of the cost function in (10); (b) gradient direction in the proposed approach
and (c) in the GP algorithm. The level curves of the cost function are in blue;
the trajectories performed in the grid node are in red.

@ (b © @

Fig. 6. Gradient direction during the convergence of the EM. The same node
grids are shown for the natural gradient (top) and GP algorithm (bottom). From
left to right columns: 56¢h, 60th, 62th and 69th grid nodes. The level curves
are in blue; the grid node trajectories are in red.

used in [1]. Also we observe that the convergence is very fast
for the method proposed herein.

Fig. 5(a) shows the 3D surface of cost the function to be
minimized for the natural gradient and for the GP algorithm.
Fig. 5 (b,c) shows the gradient direction during the conver-
gence process along with the level curves of the cost function
(i.e. second term of Q(O®; @) in (10)). In these two images
we illustrate the trajectories performed in the 56¢4 node in the
grid (total of 121 nodes) for each algorithm. The level curves
(contour of the cost function) are shown as a function of the
entries (b11, b12) of the transition matrix. In this experiment,
the transition matrices of all the nodes are equally initialized
with entries b; ; = 0.33, (with i, j = 1,...,3). This can
be seen as the starting point of all the trajectories depicted
in Fig. 5 (b,c).

Fig. 6 shows more examples of the direction of the gradient
in both methodologies.? It can be seen that the natural gradient
does not seem to intersect the level curves orthogonally. This
observation is misleading since these figures are designed
in the Euclidean setting, while the computations are done
with respect to the Fisher metric. The orthogonality is in fact
enforced in the correct metric. Figure 6(c) also shows the effect
of the metric on the trajectory when probabilities get close to
the simplex boundary. While in Euclidean geometry a gradient

3We do not show the 3D surface of the cost function since it is similar the
surfaces shown in Fig. 5.
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Fig. 7. Decrease of the cost function using the natural gradient (red line)
and the GP method (blue line). (left) convergence with 10 iterations; (right)
convergence with 50 iterations.

Fig. 8. Two different type of trajectories with similar switching. One class
is circular, having its entry and exit points at the same bottom region of the
image (magenta lines). The other class (cyan color) also performs the same
rotation but only in three quarters, having the same entry point as above (at
the bottom) and the exit point at the left region of the image.

flow could go directly across the simplex boundary, that does
not happen in the geometry use here.

Fig. 7 shows the decrease of the cost function Q(®; @)
as a function of the EM iterations; these results were obtained
for 10 iterations in the M-step. This procedure is the same for
both methods. In this experiment we introduce an additional
experiment that uses only 10 iteration in the M-step. This is
to illustrate the variation of the decrease varying the number
of internal iterations. Again the superiority of the proposed
method is evident exhibiting faster convergence in both cases.
Please note the scale in Fig. 4.

B. Trajectory Classification

1) Example 2: In this example we present two trajectory
classes shown in Fig. 8. The two activities are similar. One is
characterized by circular trajectories with entry and exit points
at the same bottom region of the image (see magenta lines
in Fig. 8(a)). The other (cyan color) also performs a rotation
but the duration angle is smaller (three quarters) having the
same entry point as above (at the bottom) and the exit point
at the left region of the image. In this example the motion
presented in both classes overlap in a quite significant image
region and it is performed in a counterclockwise direction.

In this experiment we assumed the number of motion
models previously known, thus we set K = 2. Nevertheless,
this could be automatically determined by using a discrimina-
tive based approach as proposed in [28]. As above mentioned,
we perform a comparison between the proposed method and
the gradient projection (GP) [1], [26].

To perform the comparison, 10 experiments were conducted.
For each experiment, we generated 100 (see (6)) training and
100 testing trajectories. For the training trajectories we set
at%n = 1074, for the testing set we progressively increased the
values of the dynamic noise in the following range:

2 2 2 2 2 2 2
sztzt = {O-tmﬂ 2O-trnﬂ 5O-trn’ 8O-trn’ 100_tm9 16Utrn’ 200_tm9

32¢2,,5002,, 10002}
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TABLE I
PARAMETERS INITIALIZATION FOR BOTH METHODOLOGIES

Parameter Initial conditions
Y= {aﬁl),..,a?m} —  1x1073
T =A{t@a),.»t(nv)y — randomin [—0.01 0.01]

0.9 0.1
0.1 0.9

B:{b(l),..,b(N)} — |:

= —n=1x10-3
S M\'—’\Q\ —n=1x10-4

—n=1x10-5

«
8

n=1x10-6
—1=1x10-7

n=1x10-8
—n=1x10-9
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Fig. 9. Selection of the # parameter for the natural gradient method (left)
and for the GP algorithm (right).

(each experiment contains 100 test trajectories with o2, set
to a given value in Rﬂét)' This strategy permits to verify
the robustness of the proposed approach against trajectory
mismatch. The performance is measured in terms of classi-
fication accuracy which is accomplished by simply using the
forward E-step.

To perform a fair comparison, the initial conditions of the
EM algorithm are the same for both of the methodologies.
The parameter values are set as follows: we used 7 iterations
for the EM, K = 2 motion fields, and 10 iterations in the
M-step to estimate the transition matrices in all nodes of the
grid (contained in B). Due to the EM dependence regarding
the initialization, we performed 8 runs of the EM to achieve
significance in the performance statistics. The remaining para-
meter initialization follows configuration depicted in Table 1.

Before presenting the accuracy performance, the first step
to be accomplished is that of finding the step-size #.
This is determined by cross validation in the interval
Ry = {1073,...,107%}* and (as above) using test trajec-
tories with dynamic noise in the interval range of Rg[zsl =
{O-t%nﬁ 2O-t%n’ 5O-t%*n’ lOO’t%.n, 200—t%n5 Soo-t%n}'

Fig. 9 shows the performance when the step size varies.
We see that the proposed framework exhibits more stable
results. For the GP algorithm, the results start to degrade for
n < 1 x 107°. Also, the natural gradient achieves higher
classification accuracy for higher values of the dynamical noise
o2, presented in the test sequences, and smaller variance in
the range interval of this parameter.

Fig. 10 shows detailed statistical results for the best values
of the step size in the range R,. We can see the superiority
of the proposed framework, specially for higher values of the
dynamical noise.

C. Real Data

We now consider the application of the proposed algorithm
in a real setting. The images were obtained from a remote and

4The best results for both of the methodologies were found in this range.

Outs%de this range we observed a decreasing performance for higher values
of 6.
tst
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Fig. 11.
the students in the Universitat Politécnica de Catalunya: walking and stepping
up the stairs (red), walking along (green), crossing and stepping up the
stairs (yellow), pass diagonally up (magenta) and turning the Campus (cyan).
Switching matrices estimated using rhe natural gradient for the following
activities: (b) walking and stepping up the stairs (c) walking along (d) crossing
and stepping up the stairs (e) pass diagonally up and (f) turning the campus.

(a) Trajectories from most common activity classes performed by

fixed network camera located at the campus of the Universitat
Politécnica de Catalunya (UPC) Barcelona.” The camera was
continuously streaming during several hours. Several classes
of trajectories were observed and thus considered for clas-
sification using the proposed approach. The trajectories were
obtained by tracking the pedestrians using the Lehigh Omnidi-
rectional Tracking Systems (LOTS) algorithm [29]. Fig. 11(a)
depicts some of the class-trajectories taking place at the
above scenario (each color denotes a different activity class).
The activity-classes can be framed as follows: (a;) walking
and stepping up the stairs (from left to right direction);
(az) walking along (up motion); (a3) crossing and stepping
up the stairs (motion from bottom-right to up-left region);
(as) pass diagonally up (from right to left); (as) turning the
Campus (counterclockwise direction).

Recall that this is a challenging example since the motions
(i.e. vector fields) are quite similar among classes. Only the
transitions may contain specific information regarding each
class of trajectories.

5The data was acquired in the context of the European Project FP6-EU-
IST-045062, URUS - Ubiquitous Networking Robotics in Urban Settings.
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An illustrative example is shown in Fig. 11 where we
estimate the transition matrices for each trajectory class
enrolled in the scenario.

To perform the experimental evaluation, the following issues
are taken into consideration:

o Number of motion fields. Contrasting with the synthetic
example, where we assumed the number of fields to be
known, here, the model order has to be automatically
discovered. To accomplish this we vary the number of
motion models in the interval K € {1,..., 6}.

o Initializations of the EM. In order to improve the results
we used eight different initializations for the EM method
(i.e. eight runs of the EM).

o Cross Validation (CV). Since the number of trajectories is
finite, we perform a 5-fold cross validation. The splitting
between the training and test sets is random, but guaran-
teeing a balanced set of trajectories for each class.

e Range of the step size n. As in the synthetic example,
we considered the range of this parameter n € {1x
1073,...,1 x 107} in which both approaches exhibit
higher accuracy in the trajectory classification.

Summarizing the procedure: for each number of motion
fields K € {1, ..., 6} we perform the classification, for eight
runs of the EM in each fold F € {1,...,5}. We repeat this
procedure for each value of the step size # to obtain the
statistics.

Recall that, with the above procedure, we are assuming that
all the activities share the same vector fields, i.e. the class
specific models are (-)S?) =(7,BY %), fora e {l,...,A},
where only the switching matrices differ among the classes,
and K is the number of (shared) vector fields.

Table II presents the running times of the two approaches.
In this experiment, we set the value of the step-size for each
algorithm. We vary the number of motion models K as shown
in the table. The obtained results report the mean running time
spent in seconds over the eight EM initializations for one fold
(the results for the remaining folds do not change). These run-
ning time figures are obtained for the M-step when updating
only the transition matrix for a single internal iteration (as in
the synthetic case, 10 M-step iterations are also used). It is
important to mention that these scores are obtained with an
unoptimized Matlab implementations on a computer with a
Intel Core i5 and 4GB of RAM.

From the Table II it can be seen that our claims stated
earlier in the paper are confirmed: the natural gradient
behaves asymptotically as a Newton method and yields faster
convergence.

Fig. 12 discriminates the accuracy in terms of trajectory
classification among the considered classes varying the number
of motion models for the ranges of K. The best values
of the step-size are shown for both of the methodologies.
We illustrate the results for the best initialization of the EM
in the folds. We do not show the results for K = 1 since both
methodologies provide lower performance accuracy. From this
figure, we conclude that both approaches are remarkably
competitive providing high accuracy rates. Notice however,
that the natural gradient exhibits better performance at lower
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TABLE II
COMPARISON OF THE RUNNING TIMES FIGURES (MEAN AND STANDARD DEVIATION IN SECS.) OF THE APPROACHES
N° of motion fields
2 3 4 5 6
Gradient Projection || 0.22(0.04) | 0.22(0.03) | 0.23(0.02) | 0.24(0.01) | 0.24(0.002)
Natural Gradient 0.05(0.01) | 0.05(0.01) | 0.05(0.01) | 0.05(0.00) | 0.05(0.00)

Method [1,27] Proposed Method [1,27] Proposed
das il agdesl Cgggan |H0gs.
H I T H I H H + X
207 g H < Sos ﬁ - s 7 %m T B D Zfov
. [n=mxiog] . . . [Fon=ixio-g]

% Number ¢ % Number 2 Nursber of motion models ©
309 . : g 309 H T H 3OS' 309 B
os $od H fos %oq = i
£ H B Q 5 5 Q IEQPEQEEY £ 5 THURD
i ---n=1x10-3] ---1=1x10-3] ---1=1x10-7| ---n=1x10-7|

N HQ WlHasae |[|H oot AR
e BxalT M AYsY s | o T ARAZS
%M I L7 gov * %ov AT 1307 - L
© 0| i goe 505 C’moe

Fig. 12.

number of K (lower complexity). It is seen that the natural
gradient provides higher accuracy comparing to [1], using
a much smaller number of motion models providing less
complexity. Fig. 12 shows that the higher accuracies occur
at K = 2, while in the GP algorithm the higher accuracies are
obtained for higher model orders, i.e. K € {5, 6}. Also, the
obtained variance is smaller no matter the model order used K.
This suggests that the algorithm deals well when sharing the
motion fields among different type of trajectories classes not
jeopardizing the classification accuracy.

VI. CONCLUSIONS

This paper presented an innovative approach to the estima-
tion of space varying switching probabilities in the context
of human activity recognition. The proposed algorithm com-
pares favorably with sate of the art methods applied to the
same problem. Furthermore, the proposed algorithm has the
advantage that the optimization is performed in the manifold
of probability distributions using the natural gradient with
respect to the Fisher information metric in an unconstrained
setup. This allows a significant reduction on the computational
complexity of previous constrained optimization methods.
The proposed methodology was tested and validated both on
synthetic and real data. The latter obtained from surveillance
videos. It is shown that the natural gradient method converges
faster and attained better accuracy for the same computational
effort.

APPENDIX

Given a set of trajectories represented as sequences of
points, it is possible to define a sufficiently fine grained grid so

Comparison of the two methodologies varying the step size # and the number of motion fields K.

that each grid’s square contains either one or zero points of the
trajectories. With this grid, on could assign the weights wt( ;% /
to the transition matrices b so that the Kullback-Leibler

divergence attains its minimum value of zero:

S Ls

mmZZZwm D t(stg»l |l By, l(xtfl)) 0.

s=11=2 g=1

(14)

For coarser grids, this is no longer possible in general and
the minimization is performed instead by the natural gradient
method. To analyze the asymptotic behavior of the algorithm
we compute the Hessian of the cost function near the optimum.

The cost is a function of the K>N transition probabilities
bg”;, which we vectorize into a single vector &;, each i indexing
a particular (g,[,n) combination. The Hessian of (11) then
yields

Ly K 2 (s)
S 3 I W] ) SV TLEL
. . 8 1,8~ . .
it Sis g=1 =1 05i0¢;
Gij(s.1,8)

5)

It can be seen that G; ,j(s,t,g) resembles the definition of
Fisher Information, with the difference that 1t depends on two
probability distributions w() _,; and By, l(x 1) instead of a
single one. If these dlstrlbutlons are close, then G is closer to
the Fisher Information matrix (FIM), and the Hessian can be
interpreted for each time and trajectory (¢, s) as the expected
FIM weighted by the probabilties 12),2.
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The fact that the natural gradient method uses the inverse
FIM to compute the natural gradient, as shown in (5)
of Section III, allows us to expect a performance close to
that of Newton method (which uses the inverse Hessian
instead). This performance was confirmed experimentally, but
theoretical guarantees do not seem simple to obtain for this
particular problem structure, and are still an open issue.
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