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Abstract—The usage of Gaussian mixture models for video
segmentation has been widely adopted. However, the main
difficulty arises in choosing the best model complexity. High
complex models can describe the scene accurately, but they
come with a high computational requirements, too. Low com-
plex models promote segmentation speed, with the drawback
of a less exhaustive description. In this paper we propose
an algorithm that first learns a description mixture for the
first video frames, and then it uses these results as a starting
point for the analysis of the further frames. Then, we apply
it to a video sequence and show its effectiveness for real-time
tracking multiple moving objects. Moreover, we integrated this
procedure into a foreground/background subtraction statistical
framework. We compare our procedure against the state-of-
the-art alternatives, and we show both its initialization efficacy
and its improved segmentation performance.

Keywords-Real-Time Video Segmentation; Self-Adapting
Gaussian Mixtures; Online EM; Background Subtraction.

I. INTRODUCTION

Nowadays, the new computer generation enlarged scientist
opportunities of using more complex algorithms in image
processing. In the past decades, real-time video segmentation
has suffered from the low computational power of the
last generation machines. Segmentation of single frames
resulted too slow or with an acceptable frame rate, but
subjected to excessive restrictions. To this aim, the usage of
adaptive Gaussian mixture models had become a standard
in the recent years, due to their theoretical foundations and
analytical representation.

A. Related Work

Video segmentation techniques can be focussed on two
main categories, mainly: Those based on the content-based
video retrieval (CBVR), and those based on the Fore-
ground/Background (F/B) segmentation.

Some relevant exponents of CBVR are [1], [2], which con-
sider a segmentation of pixel volumes in the whole 3D set,
analyzing the content in the extended domain by combining
the information across all frames, and [3], [4], [5], which
perform a frame-by-frame tracking analysis. However, all of

these methods suffer of elevated computational complexity,
both for the amount of data they consider at each iteration,
and for the usual large number of Gaussian needed for
a precise segmentation, which together make them too
complicated and not suitable for real-time applications.

Foreground/Background (F/B) segmentation has received
many efforts in the last decade, due to their less compu-
tational burdensome requirements. In 1999, Stauffer and
Grimson [6] published what become the standard formula-
tion for the mixture approach in the field. Here, a recursive
filter is used to train a mixture background model together
with an K-means approximation. However, the adaptation
rate depends on a global parameter 𝛼, which ranges between
(0, 1), fixed experimentally. Moreover, a small amount for
𝛼 is required, therefore slowing the learning procedure. In
2002 Lee et Al. [7] proposed to segment the background in
a different way from Stauffer and Grimson [6]. Here, the
segmentation problem is decomposed as two independent
problems: The first one is to estimate the distribution of all
observations at a single pixel, as a Gaussian mixture, and the
second one is to estimate the probability that each Gaussian
in the mixture constitutes the background. However, the
issue of using experimental values for the learning rate still
remain unsolved, also for the F/B segmentation. In 2004
Zivkovic [8] proposed a method for adapting the scene to
light changes, by adding new samples and discarding the
old ones a reasonable time period. A constant 𝛼 describes
an exponentially decaying envelope that is used to limit the
influence of the old data. Nevertheless, this approach uses an
even higher number of heuristic thresholds featured by the
others, while featuring a slow convergence. Finally, in 2005
Lee [9] started from the base of Stauffer and Grimson [6],
i.e. considering a recursive filter for training the mixture,
introducing a new variable learning rate for each compo-
nents, as previously suggested by Lee et Al. [7] three years
before. However, the required computational complexity is
still high, together with the number of variables needed to
be set in order to perform the computation.

We chose to adopt a (F/B) approach. Nevertheless, a
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common problem influencing all the above discussed algo-
rithms is their initialization, regarded both as the number
of mixture components selection and their initial values.
Besides, despite all the efforts made in the last decade to
improve the original work of Stauffer and Grimson [6],
others problems still remain unsolved, such as the learning
rates decision, and the high computational complexity.

B. Our Contribution

In this paper we propose an algorithm for real-time video
segmentation based of Gaussian mixture models (GMMs),
and foreground/background segmentation. Our approach first
learns a description mixture that best describes the first video
frames, and then it uses these results to describe the further
frames. To this aim, we make use of a previous work of ours
for the learning initialization procedure [10], [11]. The key
point is that instead of starting with fixed a-priori set mixture
complexity, we learn a proper one automatically. Then, we
apply a foreground/background segmentation procedure we
derived from the approach of Lee [9].

C. Outline

In sec. I-A we describe the current findings in this field. In
sec. II we introduce our technique for the mixture initializa-
tion. Subsequently, we propose our approach for the video
segmentation in sec. III, and for the foreground/background
segmentation in sec. IV. In sec. V we describe our validation
experiments. After that, in sec. VI we make some final com-
parisons and considerations regarding the tested approaches.
Finally, in sec. VII we conclude.

II. MIXTURE INITIALIZATION AND NUMBER OF

COMPONENTS SELECTION

It is worth noticing how none of the algorithms previously
described mention some approach for the selection of the
initial number of components. For instance, Stauffer and
Grimson [6] and Lee [9] sidestepped this problem by using
a compromise, i.e. by using always 3, 4, 5 components since
the beginning, during all the computation.

We initialize the description mixture by running an al-
gorithm that both learns the mixture distribution while
automatically select the best number of components, based
on [10] and [11]. However, we will consider a static input
data set, not a video sequence, i.e. the first video frame. In
this way, we will have a mixture that best approaches the
video segmentation initialization in some ways. Assuming
that the video scenario does not change too much during
first stage - the initialization the learned mixture resulting
from this stage can be assumed as a valid input for the
second stage - the video segmentation. Therefore, a fast
algorithm is essential, otherwise we cannot longer assume
the variance from the first video frame to the rest of the
sequence as negligible. This can be considered analogous
to the initial background learning process of [6] and [9],

while some identical frames representing the background are
processed in order to learn the mixture before starting the
process.

A. Learning a finite mixture model from static data

Different approaches for describing a static input data set
by means of Gaussian mixtures can be found in literature.
Here, the computational complexity is a strict requirement:
In fact, the longer the initialization procedure is, the less
unaltered the scenario will be, resulting in a mixture no
longer describing the video frames with accurately enough.
The number of components is what constrains the EM time
performance most.

B. Our Approach

We choose to adopt the technique we presented in [11].
This is a greedy algorithm for unsupervised learning a
mixture while selecting the best number of components at
the same time. Our methodology overcomes the previous
cited limitations solving the new component search with a
full binary thee that both takes only 𝑂(log 𝑛) and exploits
the whole possible solutions’ set. The structure we use
has the particularity that only the leaves contain a mixture
component.

The data structure organization is as follows:

∙ The initial tree starts with the root, only;
∙ Each node has no children (so that it is a leaf) or two

children;
∙ Only the leaves can contain the mixture components;

when a class is inserted by a leaf replication, the latter
was the father and now it becomes a child together with
the new inserted, creating a new parent without mixture
components.

∙ The nodes eligible for being replicated are those of the
last level only.

III. MIXTURE UPDATING: VIDEO SEGMENTATION

Once the initial mixture has been learned, it is necessary
to update it. Despite all the approached techniques, each
of them presents several similarities among them. The base
algorithm is that of Stauffer and Grimson [6]. Here, an on-
line K-means approximation is used against the the exact
EM, due to its major speed. None of the approaches present
in literature uses the exact EM formulation, while each of
them features different techniques for updating the mixture
as a recursive filter, considering the three color dimensions
as independent (for reducing the components’ covariance
matrix, and then the whole algorithm burden).

We follow a different approach. In our formulation, we
want to balance the accuracy of estimation with the com-
putational complexity in an opposite way. Starting from the
assumption that each frame is correlated with the previous
one, like the other techniques, an upgrade of the current
mixture description rather than a completely new one would
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be adopted. However, instead of using a recursive filter,
we prefer running a fixed number of the EM algorithm
iterations. Scene can vary abruptly, therefore instead of
waiting until full convergence for a single frame, we adapt
the current mixture in order to follow the video. Moreover,
the likely lack of accuracy lost by stopping the EM before
some iterations can be compensated by both using the EM
algorithm and the full covariance matrix for each component,
i.e. by considering the statistical dependence among each
color dimension. However, despite the assumption that the
frame do not chance one from another sensibly, we found
experimentally that our approach is robust to sudden changes
in the scene, like the appearance of new objects.

The image is then modeled as a Gaussian mixture distri-
bution in the spatial and color space space, i.e. each pixel is
represented as �̄�𝑖 ∈ [𝑥, 𝑦, 𝑅, 𝐺, 𝐵] or �̄�𝑖 ∈ [𝑥, 𝑦, 𝐻, 𝑆, 𝑉 ],
depending on the employed color space, being 𝒳 ={

�̄�1, �̄�2, ⋅ ⋅ ⋅ , �̄�𝑘
}

the input data set for each frame, with 𝑘
the total number of each frame pixel (supposing this to not
change for different frames). We briefly describe next the
basic steps of the EM algorithm for the case of Gaussian
mixture model. For a single pixel �̄�𝑖 ∈ ℝ

𝑑, with 𝑑 = 5 in
our case, the probability of being observed is:

𝑝(�̄�𝑖) =

𝑛𝑐∑
𝑐=1

𝑤𝑐 ⋅ 𝑝𝑐(�̄�
𝑖) (1)

where 𝑛𝑐 being the number of Gaussian components, and
𝑝𝑐(�̄�

𝑖) the probability of the pixel �̄�𝑖 given the Gaussian
component 𝐶𝑐, expressed as:

𝑝𝑐(�̄�
𝑖) = 𝑝(�̄�𝑖∣𝐶𝑐)

=
1

(2𝜋)
𝑑

2 ∣Σ𝑐∣
1

2

⋅ 𝑒−
1

2
(�̄�𝑖−�̄�𝑐)

𝑇
∣Σ𝑐∣

−1(�̄�𝑖−�̄�𝑐)

= 𝜂
(
�̄�𝑖, �̄�𝑐,Σ𝑐

)
(2)

Each Gaussian is described by a parameter set 𝜃 =
{𝑤𝑐, �̄�𝑐,Σ𝑐}, where:

∙ 𝑤𝑐 > 0, with
∑𝑛𝑐

𝑐=1 𝑤𝑐 = 1, represents the a-priori
probability of the class 𝐶𝑐;

∙ �̄�𝑐 represents the mean of the class 𝐶𝑐;
∙ Σ𝑐 represents the full covariance matrix of the class

𝐶𝑐.
Given a set of 𝑛𝑐 feature vectors 𝑔1, 𝑔2, ⋅ ⋅ ⋅ , 𝑔𝑛𝑐, the

maximum likelihood estimation of 𝜃 is:

𝜃𝑀𝐿 = argmax
𝜃

𝐿
(
𝜃∣𝑔1, 𝑔2, ⋅ ⋅ ⋅ , 𝑔𝑛𝑐

)

= argmax
𝜃

𝑛𝑐∑
𝑐=1

log 𝑝𝑐(𝒳∣𝜃)
(3)

The EM algorithm is proven to converge to an estimation
of the optimum (thought local and not global) for 𝜃 after
a certain number of iterations. Each iteration of the EM
algorithm re-estimates the parameter set 𝜃, according to the
following two steps:

∙ E-step: for each data sample evaluate the probability
that the input sample �̄�𝑖 belongs to the class 𝑐, i.e. that
𝑃
(
𝐶𝑐 = 1∣�̄�𝑖

)
for each class 𝑐 ∈ [1, 𝑛𝑐], as:

𝑃
(
𝐶𝑐 = 1∣�̄�𝑖

)
= 𝑃

(
𝐶𝑐∣�̄�

𝑖
)

=
𝑝
(
�̄�𝑖∣𝐶𝑐

)
⋅ 𝑃 (𝐶𝑐)

𝑝 (�̄�𝑖)
=

𝑤𝑐 ⋅ 𝑝𝑐
(
�̄�𝑖
)

∑𝑛𝑐
𝑐=1 𝑤𝑐 ⋅ 𝑝𝑐 (�̄�𝑖)

≜ 𝜋𝑖
𝑐

(4)

∙ M-step: re-estimate the parameter vector 𝜃, which at
the 𝑛 + 1 iteration will be 𝜃(𝑛+1). This, in case of a
gaussians mixture distribution, the means and the co-
variances are evaluated by weighting each data sample
by the degree in which it belongs to the class as:

�̄�(𝑛+1)
𝑐 =

∑𝑘
𝑖=1 𝜋𝑖

𝑐�̄�
𝑖∑𝑘

𝑖=1 𝜋𝑖
𝑐

Σ(𝑛+1)
𝑐 =

∑𝑘
𝑖=1 𝜋𝑖

𝑐

(
�̄�𝑖 − �̄�

(𝑛)
𝑐

)(
�̄�𝑖 − �̄�

(𝑛)
𝑐

)𝑇

∑𝑘
𝑖=1 𝜋𝑖

𝑐
(5)

Finally, re-estimate the a-priori probabilities of the
classes, i.e. the probability that the data belongs to the
class 𝑐 as:

𝑤(𝑛+1)
𝑐 =

1

𝑘

𝑘∑
𝑖=1

𝜋𝑖
𝑐, 𝑤𝑖𝑡ℎ 𝑐 = {1, 2, . . . , 𝑛𝑐} (6)

Using EM, the parameters representing the Gaussian
mixture are found. In this study we use a fixed number
of iterations. Usually the bigger gradient in the mixture
components learning occur within the fist iterations, while
as long as the EM reaches its convergence only small
refinements occur. Then, it is possible to maintain a real-
time process, without relying on the unknown convergence
time of the original EM, with a negligible lack of accuracy.

A. Modified EM

As noted in [12], the EM formulation presents several
drawbacks. Particularly, methods that require mixture esti-
mates for various number of components may converge to
the boundary of the parameter space. This means that, e.g.
for Gaussian mixtures, the covariance matrixes may became
singular. A way to address this problem is to use adequate
priors for the parameters.

We use the negative Dirichlet prior, because it promotes
configurations where the prior probability is either 0 or 1,
[12]. Besides, it also speeds-up the components’ adaptation
process also, due to its ”sharped characteristics” with respect
to other priors, e.g. the Jeffrey’s prior or the minimum
entropy prior, therefore leading to a faster convergence.

This results in a modified EM procedure. Following [12],
we considered the cost function as a posterior density due
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to the adopting of improper Dirichlet priors for the classes
probabilites [13]:

𝑝 (𝜗) ∝ 𝑒(−
𝑁

2

∑
𝑐

𝑖=1
ln𝑤𝑖) (7)

where 𝑤𝑖=1,2,...,𝑐 are the prior probabilities of each class 𝐶𝑐.
Therefore, the EM that minimizes the cost function - with
a fixed number of component 𝑐 - in our case results being
[10]:

∙ E-step:

�̃�𝑧(𝑡 + 1) =
max

{(∑𝑘
𝑖=1 𝜋𝑖

𝑧

)
− 𝑁

2

}
∑𝑐

𝑗=1 max
{(∑𝑘

𝑖=1 𝜋𝑖
𝑗

)
− 𝑁

2

} (8)

where 𝜋𝑘
𝑧 is given by the E-step in eq. (17).

∙ M-step:

˜̄𝜗(𝑛+1)
𝑧 = 𝑎𝑟𝑔 max

𝜗𝑧

𝑄
(

𝜗𝑛, ˜̄𝜗(𝑛−1)
)

(9)

both for 𝑧 = 1, 2, . . . , 𝑐, with 𝑁 being the number of
parameters specifying each component.

IV. BACKGROUND SUBTRACTION

Background segmentation can be interpreted at each sin-
gle pixel level as a binary classification problem, where a
probability function is used to determine how much that
pixel belongs to the background or foreground. Considering
that being part of the background or the foreground can be
assumed complementary for each generic pixels �̄�𝑖 at the
time 𝑡, we can write:

𝑝(𝐹 ∣�̄�𝑖) + 𝑝
(
𝐵∣�̄�𝑖

)
= 1 (10)

where 𝐹 and 𝐵 are the foreground and background
classes, respectively.

The probability 𝑝
(
𝐵∣�̄�𝑖

)
can be expressed as [9]:

𝑝
(
𝐵∣�̄�𝑖

)
=

𝑛𝑐∑
𝑐=1

𝑝(𝐵∣𝐶𝑐)𝑝(𝐶𝑐∣�̄�
𝑖) (11)

Then, we adopted the same Bayesian derivation as in eq.
(4), obtaining:

𝑝(𝐶𝑐∣�̄�
𝑖) =

𝑝(�̄�𝑖∣𝐶𝑐)𝑝(𝐶𝑐)

𝑝(�̄�𝑖)
= 𝜋𝑖

𝑐 (12)

When applied to 𝑝
(
𝐵∣�̄�𝑖

)
, this results in:

𝑝
(
𝐵∣�̄�𝑖

)
=

𝑛𝑐∑
𝑐=1

𝑝(𝐵∣𝐶𝑐)𝑝(�̄�
𝑖∣𝐶𝑐)𝑝(𝐶𝑐)

𝑝(�̄�𝑖)
(13)

Then, being:

𝑝(�̄�𝑖) = 𝑝(�̄�𝑖∣𝐶𝑐)𝑝(𝐶𝑐) (14)

we have:

𝑝
(
𝐵∣�̄�𝑖

)
=

∑𝑛𝑐
𝑐=1 𝑝(𝐵∣𝐶𝑐)𝑝(�̄�

𝑖∣𝐶𝑐)𝑝(𝐶𝑐)∑𝑛𝑐
𝑐=1 𝑝(�̄�𝑖∣𝐶𝑐)𝑝(𝐶𝑐)

(15)

There have been proposed different approaches for deter-
mining 𝑝(𝐵∣𝐶𝑐) in literature. For instance, Friedman and
Russel [14] manually labeled the Gaussian components,
maintaining them fixed during all the computation. Two
years later, Stauffer and Grimson [6] considered to segment
the background not as a single pixel formulation, but as a
component formulation. They first ordered the Gaussians by
the value of 𝑤𝑐/∣Σ𝑐∣, and then they selected the components
that represent the background as the first 𝐵 ones such that
𝐵 = argmin𝑏 (

∑𝑛𝑐
𝑐=1 𝑤𝑐 > 𝑇 ), where 𝑇 is an empirical

threshold determined experimentally.
We followed the approach of [9], i.e. training a sigmoid

function on 𝑤𝑐/∣Σ𝑐∣ to approximate 𝑝(𝐵∣𝐶𝑐) using logistic
regression:

𝑝(𝐵∣𝐶𝑐) = 𝑓

(
𝑤𝑐

∣Σ𝑐∣
, 𝑎, 𝑏

)
=

1

1 + 𝑒(−𝑎
𝑤𝑐

∣Σ𝑐∣
+𝑏)

(16)

Then, we choose to identify the background at each single
pixel level as a binary classification problem, i.e. selecting
the Gaussian components representing the background as
those that:

𝑝
(
𝐵∣�̄�𝑖

)
> 𝑇 ℎ (17)

Here, 𝑇 ℎ is still heuristic, although not defined an a fixed
default value remaining unaltered during all the computation,
e.g. as 𝑇 = 0.5 in [9], but varying on 𝑝

(
𝐵∣�̄�𝑖

)
at each

iteration:

𝑇 ℎ(𝛾) =min
𝑐

𝑝
(
𝐵∣�̄�𝑖

)
+ 𝛾 ⋅

(
max

𝑐
𝑝
(
𝐵∣�̄�𝑖

)
−min

𝑐
𝑝
(
𝐵∣�̄�𝑖

))
(18)

with 𝛾 being an experimental value in the range [0, 1]. The
latter can be interpreted as a decision balance that shifts
the threshold 𝑇 ℎ more toward the 𝑝 (𝐵∣𝐶𝑐) lowest values
(𝛾 < 0.5), or higher values (𝛾 > 0.5), with regard to
the 𝑝 (𝐵∣𝐶𝑐) average among all the components (i.e. with
𝑇 ℎ(𝛾 = 0.5)). This allows to adjust the F/B classifica-
tion during all the process, adapting to the new Gaussian
components automatically. We found that the mere usage
of 𝑇 = 0.5 did not work while using our modified EM
computation instead of the recursive filter proposed in [9].
In this work we adopted 𝛾 = 0.1 as the best compromise.

V. EXPERIMENTAL RESULTS AND DISCUSSION

A. Experimental set-up

1) Experiments: We applied the proposed algorithm to
a video sequence registered in a in-door contexts (objects
handling and manipulation). This is common situations for
e.g. robotics object tracking and grasping. Then, we applied
the approaches of [6] and [9] to the same video sequence in
order to compare them and validate our approach.

Our first aim is to test whether our technique can perform
faster than the reference state of the art approaches [6] and
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Figure 1. Image segmentation in the 𝑅𝐺𝐵 color space. We considered an in-door (a) and a out-door (b) situation. For each image we have: From left
to right: the source image, the Gaussian segmented one, the Log-likelihood of the whole computation as function of the number of iterations, the cost
function as function of the number of iterations, and the cost function as function of the number of components.

[9], intended as both learning speed (valuable with a log-
likelihood faster increase) and higher image segmentation
accuracy (valuable by visual images inspection). Then, our
second aim is to evaluate a possible hybrid technique, which
combines our mixture learning algorithm, FSAEM together
with the recursive filters mixture learning procedure in [6]
and [9].

In the followings we then illustrate the behavior of our
mixture learning algorithm [10], the comparison of the video
and F/B segmentation among our approach, [6] and [9], and
finally our hybrid technique.

2) Parameters selection: Unfortunately, [6] and [9] do
not have a unique initialization criterion, relying on the
user’s model complexity selection. Therefore, in order to
make the experiments the fairest as possible, we adopt the
same number of components detected by FSAEM also for
[6] and [9], so that to not have disparities regarding the
image segmentation and the whole Log-likelihood due to
different mixture models complexity.

Our technique selected a model with 3 Gaussian for the
first video, and 4 for the other one. Then, we set the logistic
regression parameters in eq. (16) as 𝑎 = 20 ⋅107 and 𝑏 = 10,
respectively. The same values have been employed for the
algorithm in [9], together with the value of 𝛾 = 0.014 in eq.
(18). Our approach does not have other parameters, while [6]
and [9] also need to set the learning ruler and the threshold
for the matching function, which we set as 𝛼 = 0.0001 and
𝑇𝛼 = 2.5, respectively.

B. Mixture Learning Initialization: Image segmentation by
means of Gaussian Mixture

In this section we show the results of the mixture learning
initialization on the first video frame. We use a previous
work of ours, called FSAEM [10].

Fig. 1 shows some examples of color image segmentation,
obtained by processing real images. These represent an in-
door and a out-door contexts. For each row, from left to right,
there are the source image, the Gaussian segmented one, the
Log-likelihood of the whole computation as function of the
number of iterations, the cost function as function of the
number of iterations, and the same as function of the number
of components.

For a more exhaustive FSAEM description together with
its application to synthetic distributions see [10].

C. Video and F/B segmentation

In this section we compare our F/B segmentation with
those of [6] and [9]. As reported by Lee in his original
work [9], its improvement with respect to [6] regards the
first learning phase, mainly. In fact, it is possible to see
how [9] adapts faster to the video. Then, the performances
of the two algorithms are quite similar. Fig. 2 shows the
Log-likelihood of the three approaches, [6], [9] and our,
namely. Our technique is drawn in blue, while [6] in green,
and [9] in red. Fig. 3 shows the results of the comparison.
Rows (a) and (b), are composed by the segmentation of the
approaches in [6] and [9], respectively, row (c) shows our
segmentation technique outcomes, and row (d) represents
the original images with our object detection superimposed.
It is possible to see how [6] learns slower than [9] in
the first frames, while performing equally after the initial
stabilization. Nevertheless, our approach demonstrates to
behave better since the first images, maintaining this during
the whole video processing. More specifically, the table
is almost all recognized as background, together with the
glass on the left. The other two algorithms perform worse.
It is worth noticing that we experimentally tried the best
parameters for [6] and [9], and the best 𝛼 specifically. The
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Figure 2. Log-Likelihood of the objects handling and manipulation video: Comparison among our approach and [6] and [9]. The proposed algorithm is
showed in blue, while [6] in green and [9] in red.
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Figure 3. Video segmentation in the 𝑅𝐺𝐵 color space. Row (a) shows the results obtained applying [6], rows (b) those obtained with [9], rows (c) show
our outcomes, and the last ones (d) the original frames with the object detection superimposed..

latter greatly affects the table recognition (e.g. see the top
left of each image). Higher values lead to a faster learning,
but with instability and worse detection of the table as
foreground at the end, and viceversa.

D. Hybrid Structure: Our Initialization with Lee’s procedure

Finally, we want to make another test: Comparing Lee’s
formulation with our initialization. This will bring about to
an hybrid approach.

We tested it on the same previous videos. Fig. 4 shows
the results. After the first mixture learning by means of
the FSAEM procedure, the two algorithms work equally
well, though our approach returns a slightly higher Log-
likelihood.

Actually, the [9] performance does not change with
respect to the previous section results once the mixture
has been learned sufficiently. This is obvious, since the
learning phase determines the succeeding iterations. We do
not mention [6] here because its behave really similar to
[9], with the solely difference of a slower initial learning
procedure.

VI. FINAL CONSIDERATIONS

One can ask which one between our technique and [9]
learns faster. This depends on the image to be segmented. It
may happen that the best compromise between the number
of components goes toward a small value, therefore ending
FSAEM earlier, or viceversa. Therefore, on one hand our
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Figure 4. Log-likelihood of the in-door video situation. The hybrid
approach (red) versus our technique (blue) is employed for the video
segmentation. The mixture learning at the beginning is the same for both
methods, while during the further computations a slightly higher Log-
likelihood is achieved with the proposed algorithm.

method would result in a slower initial performing.
Nevertheless, it is worth noticing that we tested [9] giving

it a-priori the same model complexity we estimated using
our technique. Since this value greatly affects both the
computational complexity (the more components there are,
the longer the computation is) and the Log-likelihood (the
more components there are, the higher the Log-likelihood
results) it is not possible asserting that [9] is better. In fact,
we give [9] a fundamental parameter that it a-priori does
not known, needing to be decided by the user heuristically
before each analysis. Finally, with technique does not require
the user imposing the learning rate decision a-priori. This
is a great advantage, since the latter affects the further
computations and video analysis considerably.

VII. CONCLUSIONS

In this work we presented a real-time video segmentation
algorithm based on a modified EM procedure. The main
feature of our approach is an automatic technique, based on
a previous work of ours, that learns the starting best mixture
from the first frame, subsequently speeding-up the further
learning procedure with respect to the state-of-the-art. Then,
a fixed number of our modified EM is performed for each
frame, in order to adapt the mixture to the new image, while
maintaining the property of real-time computation, without
requiring the employment of a heuristic learning rate to be
decided a-priori. Finally we proposed our technique for the
foreground/background segmentation, based on a statistical
framework. We tested our method against the conventional
procedures, [6] and [9].
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