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Abstraction Levels for Robotic Imitation:
Overview and Computational Approaches
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Abstract This chapter reviews several approaches to the problem of learning by
imitation in robotics. We start by describing several cognitive processes identified
in the literature as necessary for imitation. We then proceed by surveying different
approaches to this problem, placing particular emphasys onmethods whereby an
agent first learns about its own body dynamics by means of self-exploration and then
uses this knowledge about its own body to recognize the actions being performed by
other agents. This general approach is related to the motor theory of perception, par-
ticularly to the mirror neurons found in primates. We distinguish three fundamental
classes of methods, corresponding to three abstraction levels at which imitation can
be addressed. As such, the methods surveyed herein exhibit behaviors that range
from raw sensory-motor trajectory matching to high-level abstract task replication.
We also discuss the impact that knowledge about the world and/or the demonstrator
can have on the particular behaviors exhibited.
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Fig. 1.1 Approaches to imitation at the three levels of abstraction discussed in this chapter.

1.1 Introduction

In this chapter we study several approaches to the problem ofimitation in robots.
This type of skill transfer is only possible if the robots have several cognitive ca-
pabilities that, in turn, pose multiple challenges in termsof modeling, perception,
estimation and generalization. Throughout the chapter, wesurvey several methods
that allow robots to learn from a demonstration. Several other surveys cover differ-
ent aspects of imitation, including [6,11,16,128].

Rather than providing another extensive survey of learningfrom demonstration,
in this chapter we review some recent developments in imitation in biological sys-
tems and focus on robotics works that consider self-modeling as a fundamental part
of the cognitive processes involved in and required for imitation. Self-modeling, in
this context, refers to the learning processes that allow the robot to understand its
own body and its interaction with the environment.

In this survey, we distinguish three fundamental classes ofmethods, each ad-
dressing the problem of learning by imitation at different levels of abstraction. Each
of these levels of abstraction focuses on a particular aspect of the demonstration,
giving rise to different imitative behaviors ranging from motor resonance to a more
abstract imitation of inferred goals. This hierarchy of behaviors is summarized in
the diagram of Fig. 1.1. It is interesting to note that the approaches at these different
levels of abstraction, rather than being mutually exclusive, actually provide a natural
hierarchical decomposition, in which approaches at the more abstracted levels can
build on the outcome of methods in less abstract levels (see,for example, [80, 84]
for an example of such integration).

Why Learn by Imitation?

The impressive research advances in robotics and autonomous systems in the past
years have led to the development of robotic platforms of increasingly complex mo-
tor, perceptual and cognitive capabilities. These achievements open the way for new
applications that require these systems to interact with other robots and/or human
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users during extended periods of time. Traditional programming methodologies and
robot interfaces will no longer suffice, as these systems need to learn to execute new
complex tasks and improve their performance throughout itslifetime.

Learning by imitation is likely to become one primary form ofteaching such
complex robots [9, 127]. Paralleling the ability of human infants to learn through
(extensive) imitation, an artificial system can retrieve a large amount of task related
information simply by observing other individuals, humansor robots, perform that
same task. Such a system would ideally be able to observe humans and learn how
to solve similar tasks by imitation only. To be able to achieve such capability there
are several other skills that must be developed first [84].

The ability to imitate has also been used in combination withother learning
mechanisms. For instance, it can speed up learning either byproviding an initial
solution for the intended task that can then be improved by trial-and-error [109] or
by guiding exploration [112, 114]. It also provides more intuitive and acceptable
human-machine interactions due to its inherent social component [20,79]. Learning
by imitation has been applied before the advent of humanoid robots and in sev-
eral different applications, including robotics [75], teleoperation [153], assembly
tasks [149], game characters [139], multiagent systems [113], computer program-
ming [49] and others.

What Is Imitation?

In biological literature, many behaviors have been identified under the general label
of “social learning”. Two such social learning mechanisms have raised particular
interest among the research community, these beingimitation andemulation[148].
In both the agent tries to replicate the effects achieved by the demonstrator but in
imitation the agent also replicates the motor behavior usedto achieve such goal,
while in emulation only the effects are replicated (the agent achieves the effect by
its own means).

In robotic research the wordimitation is also used to represent many different
behaviors and methodologies. Some works seek to clarify anddistinguish several
such approaches, either from a purely computational point-of-view [84,89,104,127]
or taking inspiration in the biological counterparts [25, 79, 140, 143, 146, 148, 154].
The taxonomy depicted in Fig. 1.2 provides one possible classification of different
social learning mechanisms that takes into account three sources of information,
namelygoals, actionsandeffects.

In this paper, we define imitation in its daily use meaning anduse the designa-
tions imitation and learning/programming by demonstrationinterchangeably. Tak-
ing into account the previous taxonomy the works presented may be classified under
other labels. Roughly speaking we can consider the three levels as going from mim-
icking, through (goal) emulation and finally imitation. This division is clear if we
consider methods that make an explicit inference about the goal as imitation, but
not that clear in the cases where the trajectory generalization is performed using an
implicit goal inference.
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= Imitation

Understand (and
adopt) goal

Copy action

Do not copy
action

Reproduce result

Do not reproduce
result

Reproduce result

Do not reproduce
result

= Imitation (failed)

= Goal emulation

= Goal emulation

= Mimicry

Do not understand
(or adopt) goal

= Mimicry

= Emulation

= Other

Copy action

Do not copy
action

Reproduce result

Do not reproduce
result

Reproduce result

Do not reproduce
result

Fig. 1.2 Behavior classification in terms of goals, actions and effects (reproduced from [25]).

Organization of the Chapter

In the continuation, and before entering into the differentcomputational approaches
to imitation, Section 1.2 briefly outlines relevant aspectsfrom psychology and neu-
rophysiology on the topic of imitation in biological systems. Section 1.3 then dis-
cusses imitation in artificial systems, by pointing out the main scientific challenges
that have been identified and addressed in the literature on imitation learning.

The remainder of the chapter is divided into three main sections, each addressing
imitation from a specific perspective:

• Section 1.4 addresses imitation from a motor resonance perspective, namelytra-
jectory matching and generalization. It discusses approaches that work at the
trajectory level (either joint or task space). These approaches can be interpreted
as performing regression (at the trajectory level) using the observed demonstra-
tion, and including additional steps to allow the learner togeneralize from it.
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• Section 1.5 discusses imitation byreplication of observed(world) events. In this
section, the learner focuses on replicating observed effects in the world, mainly
effects on objects.

• Goal inferenceis finally presented in Section 1.6. We survey approaches in which
the learner explicitly tries to infer the goal of the demonstrator and then uses this
goal to guide its action-choice.

We note that such division is not strict and some of the approaches share ideas
across several of the perspectives above. Also, depending on the application and
context, one particular perspective might be more appropriate for imitation than
the others. We conclude the paper in Sections 1.7 and 1.8 by discussing other ap-
proaches to imitation and providing some concluding remarks.

1.2 Imitation in Natural Systems

The idea of learning by imitation has a clear inspiration in the way humans and other
animals learn. Therefore, results from neurophysiology and psychology on imitation
in humans, chimpanzees and other primates are a valuable source of information to
better understand, develop and implement artificial systems able to learn and imitate.
Section 1.2.1 details information from neurophysiology and Section 1.2.2 presents
evidence from psychology and biology. Such results illustrate the highly complex
task that imitation is. The brief literature review in this section identifies some of
the the problems that must be addressed before robots can learn (efficiently) by
imitation and some works in the robotic literature that seekto model/test cognitive
hypothesis.

1.2.1 Neurophysiology

Neurophysiology identified several processes involved in action understanding that,
in turn, contributed differently to the development of learning approaches in robotics.
For example, mirror neurons [51, 106] provided an significant motivation for using
motor simulation theories in robotics. Similar ideas were suggested in speech recog-
nition [50,77]. Also the existence of forward and backward models in the cerebellum
gave further evidence that the production system is involved in the perception, al-
though it is not clear if it is necessary [152]. Most of these methods consider already
known actions and not the way such knowledge can be acquired (we refer to [106]
for further discussion). For the case of novel actions thereis evidence that the mirror
system is not sufficient to explain action understanding anda reasoning mechanism
must be involved [19]. We now discuss several of these views in more detail.
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Motor Theories of Perception

Several theories already claimed that the motor system is involved in perception.
An example is the motor theory of speech perception [77]. Thethree main claims in
this theory are: “(a) speech processing is special, (b) perceiving speech is perceiving
gestures, and (c) the motor system is recruited for perceiving speech”. In [50], the
authors revisit such theory taking into account the resultsfrom the last 50 years. The
authors argue that although claim (a) is likely false, claims (b) and (c) are still likely
to be true, although they admit that most of the findings supporting such claims may
be explained by alternative accounts.

One evidence in favor of the theory that the motor system is involved in percep-
tion is the existence of several mechanisms in the brain involved in motor prediction
and reconstruction. One such mechanism depends on the existence of several pairs
of forward and backward models in the brain [152]. The forward model codes the
perceptual effects of motor actions, while the backward model represents the inverse
relation,i.e., the motor actions that might cause a given percept. These models pro-
vide the agent with “simulation capabilities” for its own body dynamics, and are
thus able to adapt to perturbations. They are also general enough to take into ac-
count task restrictions.

Mirror and Canonical Neurons

The discovery ofmirror neurons [51, 96, 106] fostered a significant interest on
the brain mechanisms involved in action understanding. These neurons are lo-
cated in the F5 area of the macaque’s brain and discharge during the execution
of hand/mouth movements. In spite of their localization in apre-motor area of the
brain, mirror neurons fire both when the animal performs a specific goal-oriented
grasping action and when it sees that same action being performed by another in-
dividual. This observation suggests that the motor system responsible for triggering
an action is also involved in the recognition of the action. In other words, recog-
nition may also involve motor information, rather than purely visual information.
Furthermore, by establishing a direct connection between gestures performed by a
subject and similar gestures performed by others, mirror neurons may be related to
the ability to imitate found in some species [117], establishing an implicit level of
communication between individuals.

Canonical neurons[96] have the intriguing characteristic of responding when
objects that afford aspecifictype of grasp are present in the scene, even if the grasp
action is not performed or observed. Thus, canonical neurons may encode object
affordances, as introduced in [55], and may help distinguishing ambiguous gestures
during the process of recognition. In fact, many objects aregrasped in very precise
ways that allow the object to be used for specific purposes. A pen is usually grasped
in a way that affords writing and a glass is held in such a way that we can use it to
drink. Hence, by recognizing an object that is being manipulated, it is also possible
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to attain information about the most likely grasping possibilities (expectations) and
hand motor programs, simplifying the task of gesture recognition.

Reasoning Processes

Even if there is strong evidence that the motor system is involved in perception, it is
not clear how fundamental it is and many claims on the mirror system are unlikely to
hold [56]. For instance, mirror neurons are not strictly necessary for action produc-
tion as their temporal deactivation does not impair grasping control but only slows
it down [47,106]. On the other hand, more complex mechanismsthan mirroring are
necessary to understand unexpected behaviors of an agent. In [19] an experiment
is presented where a person turns a light on using its knee. Similar demonstrations
are shown where the person has the arms occupied with a folder, many folders or
none. Results from anfMRI scan showed that the mirror mechanism is active during
the empty arms situation (expected behavior) but it is not active during the other
situation (unexpected behaviour). This and other similar results suggest that action
understanding in unexpected situations is achieved by an inference-based mecha-
nism taking the contextual constraints into account. In turn, this indicates that there
may exist a reasoning mechanism to understand/interpret the observed behaviors.

1.2.2 Psychology

Studies in behavioral psychology have evidenced the ability of both children and
chimpanzees to use different “imitative” behaviors. Individuals of both species also
seem to switch between different such behaviors depending on perceived cues about
the world [54,62]. These cues include, for example, the inferred purpose of the ob-
served actions [13, 14, 67] even when the action fails [67, 91, 145]. Other social
learning mechanisms are analyzed in [154] under the more general designation of
social influence/learning. In the continuation, we discuss some examples of behav-
ior switching identified in the literature.

Imitation Capabilities and Behaviour Switching

Imitation andemulationare two classes of social learning mechanisms observed in
both children and apes [138,146,148].1 In imitation, the learning individual adheres
to the inferred goal of the demonstrator, eventually adopting the same action choice.
In emulation, on the other hand, the individual focuses on the observedeffectsof the
actions of the demonstrator, possibly reaching these usinga different action choice.
The predisposition of an individual to imitate or emulate can thus be confirmed in

1 Other species, such as dogs, have also been shown to switch strategiesafter having observed a
demonstration, as seen in [118].
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tasks where the same effect can be achieved using different actions/motor patterns.
For example, both chimpanzees and children are able to copy the choice of a push
or twist movement in opening a box [147].

Children, in particular, can be selective about which partsof a demonstration to
imitate [54, 150], but are generally more prone to imitate than to emulate. For ex-
ample, children can replicate parts of a demonstration thatare clearly not necessary
to achieve the most obvious goal – a phenomenon known asover-imitation[62].
Over-imitation can be diminished by reducing the social cues or by increasing the
urgency of task completion [21, 85, 88]. It has also been argued that over-imitation
can occur for a variety of social reasons [103] or because theindividuals interpret
the actions in the demonstration as causally meaningful [85].

Sensitivity to Task Constraints

Social animals also exhibit some sensitivity to the contextsurrounding the task
execution, particularly task constraints. For example, in[90] 14-month-olds were
shown a box with a panel that lit up when the demonstrator touched it with his fore-
head.The results showed that most infants reproduced the use of the forehead rather
than using their hand when presented with the object a week later. This experiment
was further extended in [54] by including a condition in which the demonstrator
was restricted and could not use her hands. It was observed that only 21% of the in-
fants copied the use of the forehead, against the 69% observed in a control condition
replicating the [90] study. It was argued that, in the lattercondition, infants recog-
nize no constraints upon the demonstrator and thus encode the use of the forehead as
a specific part of the intention. In the restricted case, theyrecognize the constraint
as a extraneous reason for the use of the forehead and do not encode the specific
action as part of the intention.

We return to this particular experiment in Section 1.6, in the context of computa-
tional models for social learning.

Imperfect Knowledge

Several experiments were conducted to investigate how the knowledge about the
world dynamics influences social learning mechanisms. In one archetypical exper-
iment, an individual observes a sequence of actions, not allof which are actually
necessary to achieve the outcome. For example, in [62], preschoolers and chim-
panzees were presented with two identical boxes, one opaqueand one transparent.
A demonstrator then inserted a stick into a hole on the top of the box and then into
another hole on the front of the box. It was then able to retrieve of a reward from the
box. In this experiment, the insertion of the stick into the top hole was unnecessary
in order to obtain the reward, but this was only perceivable in the transparent box.
The results showed that 3 and 4-year-old children tended to always imitate both
actions. On the contrary, chimpanzees were able to switch between emulation and
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imitation if causal information was available: after having observed demonstrations
in a transparent box, the chimpanzees were much less prone toinsert the stick into
the upper (useless) hole.

Goal Inference

Finally, it has been showed that some species exhibit imitative behavior beyond
simple motion mimicry. For example, primates tend to interpret and actually repro-
duce observed actions in a teleological manner – that is, in terms of the inferred
goals of the action [33]. In an experiment designed to test this hypothesis, 3 to 6-
year-old children observed a demonstrator reaching acrossher body to touch a dot
painted on a table to one side of her, using the hand on her other side [13]. When
prompted to reproduce the observed demonstration, children tended to copy the dot-
touching action, but not the use of the contra-lateral hand.However, when the same
demonstration was performed without a dot, children tendedto imitate the use of
the contra-lateral hand. It was argued that, in the first case, children interpreted the
dot touching as the intention, choosing their own (easier) way to achieve it, while
in the second case there was no clear target of the action but the action itself. As
such, children interpreted the use of the contra-lateral hand as the intention and imi-
tated it more faithfully. Results in experiments adapted for older children infants are
similar [28].

1.2.3 Remarks

The experiments described above show that imitation behaviors result from several
complex cognitive skills such as action understanding, reasoning and planning. Each
of them depends on the physical and social context and also the knowledge of the
agent. Partial world knowledge and contextual restrictions all influence the way an
action is understood and replicated. A robot that is able to imitate in a flexible way
should thus be able to consider all of such aspects.

1.3 Imitation in Artificial Systems

Imitation learning brings the promise of making the task of programming robots
much easier [127]. However, to be able to imitate, robots need to have several com-
plex skills that must be previously implemented or developed [84].

In Section 1.2 we discussed some of the complexities involved in the process of
learning by imitation in natural systems, as well as all the contextual information
taken into account when interpreting actions. Now, we replicate this discussion for
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artificial systems, outlining some of the issues that must bedealt with when devel-
oping an artificial system (e.g.,a robot) that can learn by imitation.

In [151], the authors identified three subproblems (or classes thereof) to be ad-
dressed in developing one such system:

• Mapping the perceptual variables (e.g., visual and auditory input) into corre-
sponding motor variables;

• Compensating for the difference in the physical propertiesand control capabili-
ties of the demonstrator and the imitator; and

• Understanding the intention/purpose/reason behind an action (e.g.,the cost func-
tion to be minimized in optimal control that determines the action to be taken in
each situation) from the observation of the resulting movements.

If we further take into account that the perceptual variables from the demonstra-
tor must also be mapped from an allo- to an ego- frame of reference, the first
of the above subproblems further subdivides into two other sub-problems: view-
point transformation and sensory-motor matching [8, 22, 82, 83, 123]. The second
of the problems referred above is usually known as thebody correspondence prob-
lem[4,99,100] and is, in a sense, closely related and dependenton the first problem
of mapping between perception and action.

Data Acquisition

The way to address the issues discussed above will largely depend on the context
in which imitation takes place. When used for robot programming, it is possible to
usedata acquisitionsystems that simplify the interpretation and processing ofthe
input data, thus reducing partial observability issues. The latter is important since
the learner will seldom be able to unambiguously observe allthe relevant aspects of
the demonstration. In particular, this can allow more robust and efficient algorithms
to tackle the allo-ego transformation, the perception-to-action mapping and the body
correspondence. Examples of such systems include exoskeletons, optical trackers or
kinesthetic demonstrations [16].

Other applications of imitation occur in less controlled environments, for ex-
ample as a result of the natural interaction between a robot and a human. In such
contexts, perceptual problems must be explicitly addressed. Some authors address
this problem adopting a computer vision perspective [82], modeling partial observ-
ability [40] or being robust to noise in the demonstration [26,80,116].

Mapping of Perceptual Variables and Body Correspondence

Many approaches do not consider a clear separation between data acquisition and
learning by demonstration. One way to deal with the lack of information/data is to
use prior knowledge to interpret the demonstration.Action interpretationstrongly
depends on the knowledge about how the world evolves as well as on the capabil-
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ities of both the learner and the demonstrator to interact with it [54, 62, 79]. This
process is closely related with the two first issues pointed out in [151], since it pro-
vides a way to map external inputs to internal motor representations (e.g.,to robot
actions). Therefore, imitation learning algorithms will typically benefit from prior
knowledge about the environment, specially when data acquisition cannot provide a
full description of the demonstration.

Knowledge about the agent’s own body and its interaction with the world simpli-
fies some of the difficulties found in imitation. On one hand, for the perception-to-
action mapping, the recognition of others’ actions can relyon the learner’s model
of the world dynamics,e.g.,by inferring the most probable state-action sequence
given this model. This idea draws inspiration from psychological and neurophysi-
ological theories of motor perception, where recognition and interpretation of be-
havior are performed using an internal simulation mechanism [5, 51, 83]. As seen
in Section 1.2, mirror neurons are one of such mechanisms [51], and a significant
amount of research in imitation learning in robotics flourished from this particular
discovery.

On the other hand, this type of knowledge also allows action recognition and
matching to occur with an implicit body correspondence, even if the bodies of the
learner and demonstrator are different. Several works haveexplored this idea. For
example, in [82, 83, 99, 100, 130, 132], action matching is addressed at a trajectory
level. In these works, the demonstration is interpreted taking into account the differ-
ent dynamics of the learner and the demonstrator. In [71,93,94], the same problem
is addressed at a higher level of abstraction that considerstheeffectson objects.

Goal/Intention Inference

Understanding actions and inferring intentions generallyrequires a more explicit
reasoning process than just a mirror-like mechanism [19]. As discussed in Sec-
tion 1.2, by further abstracting the process of learning by imitation to task level
it is possible to additionally include contextual cues [10,64, 79]. At this level of
abstraction the third issue identified in [151] becomes particularly relevant.

Identifying the goal driving a demonstration is a particularly complex inference
process, indeed an ill-defined one. What to imitate depends onseveral physical, so-
cial and psychological factors (see Section 1.2.2). One possible way to answer this
question relies on the concept ofimitation metrics. These metrics evaluate “how
good” imitation is. Imitation metrics were first explicitlyintroduced in [101] in
order to quantify the quality of imitation, to guide learning and also to evaluate
learned behavior. However, it is far from clear what “good imitation” is and, per-
haps more important, how variable/well-defined the learnedbehavior can be. Some
studies along this direction have characterized the quality of imitation in humans.
In [111], subjects were asked to perform imitation tasks andquantitative results
were obtained to assess the effect of rehearsal during observation and repetition of
the task.
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In any case, it is often not clear whether imitation concernsthe motor intention or
the underlying goal of that motor intention [17,23,79,127]. In other words, it is of-
ten the case that the agent cannot unambiguously identify whether it should imitate
the action, its outcome, or the reason driving the demonstrator to do it. In each of the
following sections we we discuss in detail each of these three approaches to imita-
tion learning. In particular, we refer to Section 1.6 for a more detailed discussion on
the problem of inferring the goal behind a demonstration. Inthat section we survey
several recent works in which a learner does infer the goal ofthe demonstrator and
adopts this goal as its own [2,10,64,80,119].

The Role of Self-Observation

It is interesting to note that most of the necessary information about the robot’s body
and the world dynamics can be gathered by self-observation [36,84]. Although slow
in many situations, it often allows a greater adaptation to changing scenarios.

Many different techniques can be used by the robot to learn about its own body
[41, 84, 108, 129, 144]. For example, several works adopt an initial phase of motor
babbling [57, 76, 83, 84]. By performing random motions, a great amount of data
becomes available, allowing the robot to infer useful relations about causes and
consequences of actions. These relations can then be used tolearn a body schema
useful in different application scenarios. The specific methods used to learn body
models vary, and range from parametric methods [27, 61], neural network methods
[76,82,83] to non-parametric regression [41,84,144] and graphical models [57,135].
As for learning about the world dynamics, this is closely related to the concept
of learning affordances. Repeated interaction with the world allows the robot to
understand how the environment behaves under its actions [46,94,95,122]. As seen
in the previous section, the knowledge about the world dynamics and the capabilities
of others strongly influences how actions are understood.

♦
So far in this chapter we presented insights from neurophysiology, psychology

and robotics research on the problems involved in learning by demonstration. The
next sections will provide an overview of methods that handle such problems. We di-
vide those methods according to the different formalisms orsources of information
used, namely (a) trajectory matching and generalization, where sample trajectories
are the main source of information from which the learner generalizes; (b) object
mediated imitation, where effects occurring on objects arethe relevant features of a
demonstration; and (c) imitation of inferred goals, where there is an explicit estima-
tion of the demonstrator’s goal/intention.
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Fig. 1.3 Imitation architecture. Observed actions are first transformed to a ego frame of reference
(VPT), where segmentation and recognition take place. After deciding on how to imitate, a corre-
spondence between the two different bodies must be done by selecting the corresponding SMM.
Finally, imitation is enacted.

1.4 Imitating by Motor Resonance

This section presents several methods that learn by demonstration by first mapping
state-action trajectories to the learner’s own body and then generalizing them.

Following what is proposed in [83, 151], the imitation process consists of the
steps enumerated below and illustrated in Fig. 1.3:

(i) The learner observes the demonstrator’s movements;
(ii) A viewpoint transformation (VPT) is used to map a description in the demon-

strator’s frameallo-imageto the imitator’s frameego-image;
(iii) Action recognition is used (if necessary) to abstractthe observed motion; and
(iv) A sensory-motor map (SMM) is used to generate the motor commands that

have the higher probability of generating the observed features.

In this section we survey several methods that adopt this general approach. In
these methods not all steps enumerated above are explicitlydealt with, but are still
implicitly ensured by considering different simplifying assumptions.

1.4.1 Visual Transformations

The same motor action can have very distinctive perceptual results if one considers
different points-of-view. For example when a person gestures goodbye, she can see
the back of her hand, while when someone else is doing the sameshe will see the
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Fig. 1.4 Perceptual difference between the same gesture having an ego- or an allo- perspective.

palm of the other’s hand. This poses a problem when mapping actions from the
demonstrator to the learner, as already identified in [22] and depicted in Fig. 1.4.

The typical solutions for this problem is to perform a complete three-dimensional
reconstruction. However, several works proposed alternative approaches that con-
sider simplifications to such problem. In [8, 12, 52, 82, 83] several transformations
are discussed, ranging from a simple image transformation (e.g.,mirroring the im-
age) to a partial reconstruction assuming an affine camera and the full three dimen-
sional reconstruction. These works also point out that suchtransformations can be
seen as imitation metrics, because the depth information insome gestures can in-
deed change the meaning of the action. Such transformationscan also be done using
neural networks [123].

1.4.2 Mimicking Behaviors and Automatic Imitation

Several works on imitation seek to transfer behaviors by a simple motor reso-
nance process. The observation of perceptual consequencesof simple motor actions
can elicit an automatic mimicking behavior, and several initial works on imitation
adopted this approach [34,35,53,59]. In these works, the relation between changes
in perceptual channels caused by a demonstrator are directly mapped into motor
actions of the learner. Particularly in [34], the orientation of a mobile robot is con-
trolled according to the observed position and orientationof a human head.

In these approaches the model about the own body is not explicit, the relations
between action and perception is learned without concern about the true geometry
and dynamics of the body.

Using the visual transformations introduced earlier it is possible to generate more
complex behaviors. In [82,83], the learner starts by acquiring a correspondence be-
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tween its own perceptions and actions. The mimicking behavior results from map-
ping the perception of the demonstrator to its own using a view-point transforma-
tion, and then activating an inverse sensory-motor map. Different visual transforma-
tions result in different types of behavior.

Examples of other methods posing imitation within this visuo-somatic perspec-
tive include [7,53]. An interesting approach is proposed in[18] where facial expres-
sion are learned by interacting with a person and creating a resonance of expres-
sions.

1.4.3 Imitation through Motor Primitives

All previous approaches consider a simple perception-action loop in imitation. How-
ever, when considering a learner equipped with several motor primitives, it is pos-
sible to achieve more complex interactions. The “recognition” block in Fig. 1.3
represents the translation of observed trajectories in terms of such motor primitives.
A motor sequence is perceived, maybe after some visual processing, and recognized
as a specific motor primitive [86,87]. This general approachcan be used to perform
human-machine interaction [20] or to learn how to sequence such primitives [23].

In [23] a string parsing mechanism is proposed to explain howapes are able to
learn by imitation to process food. The string parsing mechanism is initialized with
several sequences of primitives. Learning and generalization are performed by ex-
tracting regularities and sub-sequences. This approach can be seen as a grammatical
inference process.

Other approaches use hidden Markov models to extract such regularities and filter
behavior, usually in the context of tele-operation. The main goal of such approaches
is to eliminate sluggish motion of the user and correct errors. We refer to [153] for an
application of one such approach to the control of an Orbit Replaceable Unit. In this
work, a robot observes an operator performing a task and builds a hidden Markov
model that describes that same task. In [63], a similar approach is used in assembly
tasks. Such models can also be used to detect regularities inhuman motion [24].

Regularities of human motion can be represented in low-dimensions using prin-
cipal component analysis [29], clustering [74] or other non-linear manifold learning
techniques [65].

Some authors rely on completely separated methods to recognize and to generate
motor primitives. Others combine both processes, thus exploring the self-modeling
phase [37,38,66,83]. As seen in Section 1.2.1, this processcan be explained by the
use of motor simulations of some kind. For example in both [38] and [151], action
recognition is performed using the idea of coupled forward/backward models dis-
cussed in [152]. The former decouples each of the action primitives and is thus able
to deal with a larger variety of tasks, while the latter is able to combine several prim-
itives and deal with complex motor skills in a robust way. In [43,44] dynamic neural
networks are used to recognize actions goals taking into account task restrictions. A



16 Manuel Lopes, Francisco Melo, Luis Montesano and José Santos-Victor

single neural network able to encode several behaviors was introduced in [137] and
performs similar computations.

1.4.4 Learning of New Task Solutions

In some cases the learner has an explicit goal. However, it might be very difficult to
plan how to reach such goal. This is specially important in complex environments
or in situations involving highly redundant robots (e.g.,humanoid robots). One of
the main motivations behind imitation learning is that it provides an easy way to
program robots. Therefore, most approaches to imitation consider the learning of
new actions. In such approaches two main trends have been adopted: one considers
many demonstrations of the same task and tries to find invariants in the observed
motions [17, 119]. The other uses only the observed trajectories as an initialization
and then improves and generalizes further (e.g.,using reinforcement learning) [109].

In [112], imitation is used to speed up learning and several metrics were defined
for evaluating the improvement in learning when using imitation. Imitation is used
in [129] to learn dynamic motor primitives. As argued in thiswork, “Movement
primitives are parameterized policies that can achieve a complete movement behav-
ior”. From this perspective, motor primitives can be seen as dynamical systems that
generate different complex motions by changing a set of parameters. The authors
also suggest the use of data from a demonstration to initialize such parameters. The
parameters can then be optimized using, for example, policygradient [109]. We
point out that these methods consider classes of parameterized policies, namely the
parameters of the dynamical system.

One of the few approaches taking uncertainty into account isproposed in [57].
The approach in this work starts by learning a Gaussian mixture model as a forward
model, using self-observation [130]. The demonstration istaken as observation of a
probabilistic process and the goal is to find a sequence of actions that maximizes the
likelihood of such evidence. The work focuses on copying motions taking into ac-
count the dynamics of the robot and, as such, uses as observations the estimated state
trajectory and ignores the dynamic information. It achieves body correspondence by
inferring the most probable trajectory using the imitator’s body. Extra task restric-
tions can also be included. In [29] walking patterns are transferred from humans to
robots after adapting it for different kinematics using lowlevel representations.

Finally, several other methods are agnostic as to what is exactly the goal of the
demonstrated task and aim only at learning the observed course of action. For exam-
ple, in [31], learning from demonstration is formulated as aclassification problem
and solved using support-vector machines. These methods, in a sense, disregard the
effects and social context of the demonstration, and focus only on replicating in each
situation the demonstrated course of action (see Section 1.6 for a more detailed dis-
cussion on this). One disadvantage of this general approachis that it places excessive
confidence on the demonstrator. Furthermore, the course of action learned is specific



1 Abstraction Levels for Robotic Imitation: 17

to the context and environment of the learner and, as such, isnot generalizable to
different environments.

1.5 Object Mediated Imitation

In the previous section, we have discussed imitation from a motor perspective. From
this perspective, context is mainly provided by the body parts and corresponding
motion. In this section we discuss a more abstract approach to imitation, where
the context is enlarged to accommodate objects. In other words, the learner is now
aware of the interaction with objects and, consequently, takes this information into
account during learning. The most representative example of this type of behavior is
emulation(see Fig. 1.2). In contrast with the motor resonance mechanisms discussed
previously, which could perhaps be best described as mimicry, emulation focuses on
copying (replicating) the results/effects of actions.

This abstraction from low-level control to higher-level representations of actions
also facilitates reasoning about causality of actions,i.e., how to induce specific
changes to the environment. Consider the simple case of piling two objects. To learn
this task, motor resonance alone does not suffice, as the learner must take into ac-
count which object can be placed on top of which depending on their sizes, shapes
and other features. Another illustrative example is opening a door, where the shape
of the handle provides meaningful information about how to perform the action. In
the motor-resonance-based approaches, body correspondence addressed problems
such as different number of degrees of freedom, or differentkinematics and dynam-
ics. In this section we discuss correspondence in terms of the usage that different
objects have to different agents.

A biologically inspired concept related to the previous discussion is that ofaffor-
dances[55]. Developed in the field of psychology, the theory of affordances states
that the relation between an individual and the environmentis strongly shaped by
the individual’s perceptual-motor skills. Back in the 70s,this theory established a
new paradigm where action and perception are coupled at every level. Biological
evidence of this type of coupling is now common in neuroscience [51] and sev-
eral experiments have shown the presence of affordance knowledge based on the
perception of heaviness [141] or traversability [69].

Affordances have also been widely studied in robotics. In this section we discuss
this concept of affordances in the context of imitation learning in robots, as well as
the inclusion of object information and properties in the learning process. A thor-
ough review on these topics can be found in [122], with special emphasis placed in
affordance-based control.

We generally define affordances as mappings that relateactions, objectsandcon-
sequences(effects). This very general concept can be modeled using different for-
malisms including dynamical systems [131], self-organizing maps [32], relational
learning [58] and algebraic formulations [100].
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However, independently of the selected representation or formalism, there are
two core challenges to achieve affordance-based imitation: acquiring the model of
affordances and exploiting this model. The latter depends heavily on the representa-
tion, but usually resorts to some type of action selection. For instance, if a dynamical
system is used to encode a forward model, then the agent emulates by selecting the
action that best matches the desired effect. It is worth mentioning that the approaches
in this section are strongly dependent on a self-modeling phase as the concept of af-
fordances is strictly a self-modeling idea.

The required data to infer the affordances model may be acquired either byob-
servationor byexperimentation. In the case of self-experimentation there is no body
correspondence or visual transformation required, but such capability is important
when interacting with other agents. When learning by observation such problem is
immediately present. An advantage ofobject mediated imitationis that the match
only occurs in the effects on object and so the specific body kinematics and action
dynamics are not considers, thus simplifying several problems in imitation.

Affordances as Perception-Action Maps

A simple way of describing effects is to learn mappings from aset of predefined
object features to changes in these features. This approachwas used in a manipula-
tion task to learn by experimentation the resulting motion directions as a function of
the object shape and the poking direction [46]. Once the mapping has been learned,
emulating an observed motion direction can be achieved by simply selecting the ap-
propriate poking direction for the object. A similar approach was proposed in [71],
where the imitation is also driven by the effects. In this case, the demonstrator’s
and imitator’s actions are grouped according to the effect they produce in an object,
irrespectively of their motor programs. Given an observed object and effect pair,
the appropriate action (or sequence of actions) can then be easily retrieved. Another
example is the use of invariant information [32, 48, 133]. Inthis case, the system
learns invariant descriptions across several trials of thesame action upon an object.
Depending on the parameterization, the learned invariant descriptors may represent
object characteristics or effects. Although this type of information has been usually
applied in robot control, it is possible to use the invariants for emulation under the
assumption that they are invariant to the viewpoint and thatthey capture the effects.

Grasping is a paradigmatic example of affordance knowledgethat has been
widely studied in the literature. Perception-action maps have appeared in sev-
eral forms such as theQ-function of a reinforcement learning algorithm [155]; a
pure regression map from object features to image points based labelled exam-
ples [125, 126] and self-experimentation [39, 92]; or as thecorrect position of a
mobile robot to trigger a particular grasping policy [134].
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Affordances as Dynamical Models

An alternative approach consists in modeling the dynamicalsystem composed by
the agent (demonstrator or imitator) and the environment. In [131], a hidden Markov
model is used to encode the state of the agent and objects. In order to train the for-
ward model, reflective markers were placed on the demonstrator and on the objects
and tracked by a capture system. Viewpoint transformation then uses linear trans-
formations between the demonstrator’s and the imitator’s body poses. Emulation is
casted as a Bayesian decision problem over the Markov model,i.e., selecting the
maximum a posteriori action for each transition of the Markov chain. Interestingly,
the model is able to modify the selected behavior with its ownexperience and refine
the model previously learned solely by observation. Again,this is due to the fact
that emphasis is placed on achieving the same effects instead of copying the action.

Dynamical systems have also been used for goal directed imitation in [43, 44].
The proposed architecture contains three interconnected layers corresponding to dif-
ferent brain areas responsible for the observed action, theaction primitives and the
goal. Each layer is implemented using a dynamic field that evolves with experience
and its able to incorporate new representations using a correlation learning rule be-
tween adjacent neurons.

1.5.1 Bayesian Networks as Models for Affordances

Affordances can be seen as statistical relations between actions, objects and effects,
modeled for example using Bayesian networks. One such approach was proposed
in [94], in which the nodes in the network represent actions,object features or mea-
sured effects. As in standard Bayesian networks, the absence of a vertex between
two nodes indicates conditional independence. Self-experimentation provides most
of the data necessary to learn such relations. If a robot exerts its actions upon dif-
ferent objects, it can measure the effects of such actions. Even in the presence of
noise the robot is able to infer that some actions have certain effects that depend on
some of the object features. Also, the existence of irrelevant and redundant features
is automatically detected.

Based on such prior experience, structure learning [60] canbe used to distinguish
all such relations. Once these dependencies are known, one can query the network to
provide valuable information for several imitation behaviors. Table 1.1 summarizes
the different input-output combinations. In particular, for emulation purposes, the
ability to predict the effect conditioned on a set of available objects and the possible
actions directly provides the robot with a way to select the appropriate action in a
single-step Bayesian decision problem. It is interesting to note that at this abstraction
level the same mechanism is used for prediction and control,giving a mirror-like
behavior.

This approach is halfway between learning specific maps and afull dynamical
system description. If specific maps are learned, it is not easy to consider demon-
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Table 1.1 Affordances as relations between actions (A), objects (O) and effects (E) that can be
used for different purposes: predict the outcome of an action, plan actions to achieve a goal or
recognize objects or actions

Inputs Outputs Function

(O,A) E Predict effect
(O,E) A Action recognition and planning
(A,E) O Object recognition and selection

strators with different dynamics nor to explicitly consider task restrictions. This
approach is not as applicable as learning a full dynamical system description, be-
cause it is does not easily allow encoding long-term plans. It provides predictions
for incremental state changes. For a more detailed discussion, we refer to [80].

1.5.2 Experiments

In this section we provide several experimental results obtained with a Bayesian
network model for affordances. In particular, we describe both how the model of
affordances can be learned by the robot and then used to attain affordance-based
emulation behaviors.

For all experiments we used BALTAZAR [78], a robotic platform consisting of
a humanoid torso with one anthropomorphic arm and hand and a binocular head
(see Fig. 1.5). The robot is able to perform a set of differentparameterized actions,
namelyA = {a1 = grasp(λ ),a2 = tap(λ ),a3 = touch(λ )}, whereλ represents the
height of the hand in the 3D workspace when reaching an objectin the image. It
also has implemented an object detector that extracts a set of features related to the
object properties and the effects of the action.

Affordance Learning

We now describe the process by which the robot learned the affordance network
used in the emulation behaviors. We recorded a total of 300 trials following the
protocol depicted in Fig. 1.6. At each trial, the robot was presented with a random
object of one of two possible shapes (round and square), fourpossible colors and
three possible sizes (see Fig. 1.5 for an illustration of theobjects used). BALTAZAR

then randomly selects an action and moves its hand toward theobject using pre-
learned action primitives [84,94]. When the reaching phase is completed, the robot
then performs the selected action (grasp(λ ), tap(λ ) or touch(λ )) and finally returns
the hand to the initial position. During the action, object features and effects are
recorded.

Visual information is automatically clustered using theX-means algorithm[107].
The resulting classes constitute the input for the affordance learning algorithm. The



1 Abstraction Levels for Robotic Imitation: 21

Fig. 1.5 Robot playground used in the experiments.

Grasp

Tap
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Object
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Object

Touch

Fig. 1.6 Protocol used in the experiments. The object used in each trial isselected manually and
the robot then randomly selects an action to interact with it. Object properties are recorded from
theInit to theApproach states, when the hand is not occluding the object. The effects are recorded
in theObserve state.Init moves the hand to a predefined position in open-loop.

features and their discretization are shown in Table 1.2. Summarizing, shape de-
scriptors (e.g.,compactness and roundness) provided two different classes, size was
discretized in 3 different classes and color in four. Based on this data, the robot
adjusted the parameterλ for each action and then learned an affordance model as
described above.

The learned model is shown in Fig. 1.7. The network was learned using Monte
Carlo sampling with BDeu priors for the graph structure and arandom network ini-
tialization. The dependencies basically state that color is irrelevant for the behavior
of the objects under the available actions. In addition to this, a successful grasp re-
quires the appropriate object size, while the velocity of the object depends on its
shape and the action. We refer the reader to [94] for further details on the affordance
learning.
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Table 1.2 Random variables in the network and possible values.

Symbol Description Values

A Action grasp, tap, touch
C Color green1,green2, yellow, blue
Sh Shape ball, box
S Size small, medium, large

OV Object velocity small, medium, large
HV Hand velocity small, medium, large
Di Object-hand velocity small, medium, large
Ct Contact duration none, short, long

A C Sh S

OV HV Di Ct

Fig. 1.7 Affordance network representing relations between actions,object features and the corre-
sponding effects. Node labels are shown in Table 1.2.

Emulation

We now present the results obtained in several basic interaction games using the af-
fordance network. The games proceed as follow. The robot observes a demonstrator
performing an action on a given object. Then, given a specificimitation metric, it
selects an action and an object to interact with so as to imitate (emulate) the demon-
strator. Figure 1.8 depicts the demonstration, the different objects presented to the
robot and the selected actions and objects for different metrics.

In the experiments we used two different demonstrations, a tap on a small ball
(resulting in high velocity and medium hand-object distance) and a grasp on a small
square (resulting in small velocity and small hand-object distance). Notice that con-
tact information is not available when observing others.

The goal of the robot is to replicate the observed effects. The first situation
(Fig. 1.8a) is trivial, as only tapping has a non-zero probability of producing high
velocity. Hence, the emulation function selected a tap on the single object available.
In Fig. 1.8b the demonstrator performed the same action, butthe robot now has to
decide between two different objects. Table 1.3 shows the probabilities for the de-
sired effects given the six possible combinations of actions and objects. The robot
selected the one with highest probability and performed a tap on the ball.
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Fig. 1.8 Different emulation behaviors. Top row: Demonstration; Middlerow: Set of potential
objects; Bottom row: Emulation. Situations (a) through (d) represent: (a) emulation of observed
action, (b) replication of observed effect, (c) replicationof observed effect, and (d) replication of
observed effect considering the shape of the object.

Table 1.3 Probability of achieving the desired effect for each action and the objects of Fig. 1.8b.

Obj \ Action Grasp Tap Touch

Large blue ball 0.00 0.20 0.00
Small yellow box 0.00 0.06 0.00

Figures 1.8c and 1.8d illustrate how including the object features in the metric
function produce different behaviors. After observing thegrasp demonstration, the
robot has to select among three objects: large yellow ball, small yellow ball and
small blue box. In the first case the objective was to obtain the same effects. The
probability of grasping for each of the objects is 0.88, 0.92 and 0.52, respectively,
and the robot grasped the small yellow ball even if the same object is also on the
table (Fig. 1.8c). Notice that this is not a failure, since itmaximizes the probability
of a successful grasp which is the only requirement of the metric function.
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We conclude by noting that other criteria can include more complex information,
such as similarly shaped objects. When also taking this new criterion into account,
the robot selected the blue box instead (see Fig. 1.8d).

1.6 Imitating by Inferring the Goal

So far in this chapter we have discussed learning by imitation at the motor level
and at the effect level. The former focuses on replicating the exact movement ob-
served, in a sense disregarding the effect on the environment and the social context
in which the movement is executed. The latter addresses imitation at a higher level
of abstraction, focusing on replicating the effects produced by the observed action
in the environment, ignoring to some extent the exact motor trajectory executed. As
seen in Section 1.2, knowledge about the world, the demonstrator and the learner’s
own body all influence the way a goal is inferred.

In this section we discuss imitation learning at a yet higherlevel of abstraction,
approaching the concept of “imitation” according to the taxonomy in Fig. 1.2. Con-
cretely, we discuss the fundamental process by which a learner can infer thetask
to be learned after observing the demonstration by another individual (e.g.,a hu-
man). We discuss several approaches from the literature that address the problem
of inferring the goal of a demonstration at different levels. We then discuss in de-
tail a recent approach to this problem that provides a close relation and potentially
interesting insights into imitation in biological contexts.

1.6.1 Goal Inference from Demonstration

Inferring the goal behind a demonstration is, in general, a hard problem, as it re-
quires some form of common background for the learner and thedemonstrator. In
social animals, this common background greatly depends on the social relation be-
tween the demonstrator and the learner. For example, socialcues were found im-
portant in promoting imitation in infants [21, 91]. Severalother studies address the
general problem of understanding the process of inferring the goal/intention behind
a demonstration [14, 67, 91]. Most such studies also addressthe related problem of
understanding the process of perceivingunfulfilled intentions.

Translating this complex social learning mechanism into artificial systems usu-
ally requires the common background to be provided by the designer, who “im-
prints” in the system whatever of her own background knowledge it determines to
be relevant for the particular environmental context of thesystem. As such, it is
hardly surprising that different researchers address the problem of “goal inference”
from perspectives as distinct as their own backgrounds and lines of work. For ex-
ample, in [17] goal inference is cast as an optimization problem. Motor theories of
perception are used in [38] to build better imitation systems. These works essen-
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tially seek to determine which specific elements of the demonstration are relevant,
seeking ahard answer to the fundamental problem of “What to imitate” discussed
in Section 1.3.

Other recent works have adopted a fundamentally different approach, in which
the learning agent chooses among a library of possible goalsthe one most likely to
lead to the observed demonstration. For example, in [64] theproblem of imitation
is tackled within a planning approach. In this setting, the learner chooses between
a pool of possible goals by assessing the optimality of the demonstration (viewed
as a plan). Evaluative feedback from the demonstrator is also used to disambiguate
between different possible goals.

One significant difficulty in inferring the goal behind a demonstration is that
the same observed behavior can often be explained by severalpossible goals. Goal
inference is, therefore, an ill-posed problem, and many approaches adopt a proba-
bilistic setting to partly mitigate this situation [10, 119, 142]. For example, in [10],
the authors address the problem of action understanding by children. To this pur-
pose, they propose the use of a Bayesian model that matches observed inferences
in children facing new tasks or environmental constraints.Similar ideas have been
applied to robots in different works [80, 119, 142]. In [119], the goals of the robot
are restricted to shortest-path problems while in [80, 142]general goals are consid-
ered. In [156], a maximum entropy approach is used to infer the goal in navigation
tasks. The paper computes a distribution over “paths to the goal” that matches the
observed empirical distributions but otherwise being as little “committed” as possi-
ble. Optimization is performed by a gradient-based approach. All these approaches
handle the body correspondence problem by performing the recognition in terms of
a self-world model.

In a sense, all the aforementioned approaches interpret thedemonstration as pro-
viding “implicit” information about the goal of the demonstrator, asoftanswer to the
problem of “What to imitate”. In other words, while the approaches in [17,38] seek
to single out a particular aspect of the demonstration to replicate, the latter assumes
that the actual goal of the demonstration drives the action choice in the demonstra-
tion, but needs not be “contained” in it. This makes the latter approach more flexible
to errors in the demonstration and non-exhaustive demonstrations. Another way of
looking at the distinction between the two classes of approaches outlined above
is by interpreting the latter as providing models and methods that allow the agent
to extract a generaltask descriptionfrom the demonstration, rather than a specific
mapping from situations to actions that may replicate, to some extent, the observed
behavior. This approach is closer to imitation in the biological sense, as defined
in [25]. Finally, several recent works have proposed general models that contrast
with those referred above in that they are able to generatemultiplesocial-learning
behaviors [79,89].

In the remainder of this section we describe in detail the approach in [79]. Fol-
lowing the taxonomy in [25], our model takes into account several possible sources
of information. Concretely, the sources of influence on our model’s behavior are:
beliefs about the world’s possible states and the actions causing transitions between
them; a baseline preference for certain actions; a variabletendency to infer and
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share goals in observed behavior; and a variable tendency toact efficiently to reach
the observed final states (or any other salient state).

1.6.2 Inverse Reinforcement Learning as Goal Inference

We now introduce the general formalism used to model the interaction of both the
learning agent and the demonstrator with their environment. This approach shares
many common concepts with those in [10,119,142], in that it infers a goal from the
behaviors using bayesian inference to deal with noise and todisambiguate the set of
possible goals.

Environment Model

At each time instantt, the environment can be described by itsstate, a random
variable that takes values in a finite set of possible states (the state-space). The tran-
sitions between states are controlled to some extent by the actions of the agent (the
demonstrator during the demonstration and the learner otherwise). In particular, at
each time instant the agent (be it the learner or the demonstrator) chooses an action
from its (finite) repertoire of action primitives and, depending on the action par-
ticular action chosen, the state evolves at timet + 1 according to some transition
probabilitiesP [Xt+1 | Xt ,At ].

We assume that the learner has knowledge of its world, in the sense that it knows
the set of possible states of the environment, its action repertoire and that of the
demonstrator, and the world dynamics,i.e., how both his and the demonstrator’s
actions affect the way the state changes (the transition probabilities). Note that we
do not assume that this world knowledge iscorrect, in the sense that the agent may
not know (or may know incorrectly) the transitions induced by certain actions. In
any case, throughout this section we assume this knowledge as fixed – one can
imagine the approach described herein eventually to take place after a period of self-
modeling and learning about the world.2 In this section, the modeled agent does not
learn new actions, but instead learns how to combine known actions in new ways.
In this sense, it is essentially distinct from the approach surveyed in Section 1.4.

Finally, in a first approach, we assume that the agent is able to recognize the
actions performed by the demonstrator. In this section we donot discuss how this
recognizer can be built, but refer that it can rely, for example, on the affordance
models discussed in Section 1.5. Toward the end of the section we briefly discuss
how the ability to recognize the demonstrator’s actions affects the ability of the
learner to recover the correct task to be learned (see also [80]).

In our adopted formalism, we “encode” a general task as a function r mapping
states to real values that describes the “desirability” of each particular state. This

2 To our knowledge, no work exists that explores knowledge acquisition simultaneously with learn-
ing by imitation, but we believe that such approach could yieldinteresting results.
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functionr can be seen as areward for the learner and, oncer is known, the problem
falls back into the standard framework of Markov decision processes [115]. In fact,
given the transition probabilities and the reward functionr, it is possible to compute
a functionQr that, at each possible state, provides a “ranking” of all actions detailing
how useful each particular action is in terms of the overall goal encoded inr. From
this functionQr(x,a) it is possible to extract an optimal decision rule, henceforth
denoted byπr and referred as theoptimal policy for reward r, that indicates the
agent the best action(s) to choose at each state,

πr(x) = argmax
a

Qr(x,a)

The computation ofπr , or equivalentlyQr , given r, is a standard problem and can
be solved using any of several standard methods available inthe literature [115].

Bayesian Recovery of the Task Description

We consider that the demonstration consists of a sequenceD of state-action pairs

D = {(x1,a1),(x2,a2), . . . ,(xn,an)} .

Each pair(xi ,ai) exemplifies to the learner the expected action (ai) in each of the
states visited during the demonstration (xi). In the formalism just described, the goal
inference problem lies in the estimation of the functionr from the observed demon-
strationD . Notice that this is closely related to the problem ofinverse reinforcement
learningas described in [1]. We adopt the method described in [89], which is a basic
variation of theBayesian inverse reinforcement learning(BIRL) algorithm in [116],
but the same problem could be tackled using other IRL methodsfrom the literature
(see, for example, [102,136]).

For a given reward functionr, we define thelikelihood of a state-action pair,
(x,a), as

Lr(x,a) = P [(x,a) | r] =
eηQr (x,a)

∑beηQr (x,b) ,

whereη is a user-definedconfidence parameterthat we describe further ahead. The
valueLr(x,a) translates the plausibility of the choice of actiona in statex when
the underlying task is described byr. Therefore, the likelihood of a demonstration
sequenceD can easily be computed from the expression above. We use MCMC
to estimate the distribution over the space of possible reward functions given the
demonstration (as proposed in [116]) and choose the maximuma posteriori.

We note that it may happen that the transition model available is inaccurate. In
this situation, the learner should still be able to perceivethe demonstrated task, given
that the “errors” in the model are not too severe. We also notethat, in the process
of estimating this maximum, the learner uses the knowledge concerning the action
repertoire and world dynamicsof the demonstrator. After the task description (the
reward functionr) is recovered, the learning agent then uses its own world model to
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Fig. 1.9 Combination of several simple behaviors: Non-social behavior, emulation and imitation.
The line separates the observed social vs non-social behavior, and does not correspond to the
agent’s reasoning (reproduced with permission from [79]).

compute the right policy for the recovered task in terms of its own world dynamics
and action repertoire.

A Model for Social Learning Mechanisms

Following the taxonomy in Fig. 1.2, we include in our model ofsocial learning
three sources of information to be used by the learner in determining the behavior
to adopt [79]. The sources of influence on our model’s behavior are baseline prefer-
ences for certain actions; a tendency to infer and share goals in observed behavior;
and a tendency to act efficiently to reach rewarding states. Each of the three sources
of information is quantified in terms of a utility functionsQA, QI andQE, respec-
tively. The learner will adhere to the decision-rule obtained by combining the three
functions. In particular, the learner will adhere to the decision-rule associated with
the function

Q∗ = λAQA +λEQE +λI QI , (1.1)

with λA +λI +λE = 1. By resorting to a convex combination as in Eq. 1.1, there is
an implicit trade-off between the different sources of information (see also Fig. 1.9).
It remains to discuss howQA, QI andQE are computed from the demonstration.
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• The first source of information is the learner’spreference between actions. This
preference can be interpreted, for example, as representing a preference for “eas-
ier” actions than “harder” actions, in terms of the respective energetic costs. This
preference corresponds tonatural inclinationsof the learner, and is independent
of the demonstration. The preference is translated in the corresponding utility
functionQA, whose values are pre-programmed into the agent.3

• The second source of information corresponds to the desire of the learner to repli-
cate theeffectsobserved in the demonstration. For example, the learner maywish
to reproduce the change in the surroundings observed duringthe demonstration,
or to replicate some particular transition experienced by the teacher. This can be
translated in terms of a utility functionQE by considering the reward function
that assigns a positive value to the desired effect and then solving the obtained
Markov decision process for the correspondingQ-function. The latter is taken as
QE.

• The third and final source of information is related to the desire of the learner to
pursue the samegoal as the teacher. Given the demonstration, the learner uses
the Bayesian approach outlined before, inferring the underlying intention of the
teacher. Inferring this intention from the demonstration is thus achieved by a
teleological argument [33]: the goal of the demonstrator isperceived as the one
that more rationally explains its actions. Note that the goal cannot be reduced to
the final effect only, since the means to reach this end effectmay also be part of
the demonstrator’s goal. We denote the corresponding utility function byQI .

It is only to be expected that the use of different values for the parametersλA, λE

andλI will lead to different behaviors from the learner. This is actually so, as illus-
trated by our experiments. We also emphasize thatQE greatly depends on the world
model of thelearnerwhile QI also depends on the world model of theteacher.4

1.6.3 Experiments

In this section we compare the simulation results obtained using our proposed model
with those observed in a well-known biological experiment in children. We also
illustrate the application of our imitation-learning framework in a task with a robot.

3 The exact values ofQA translate, at each state, how much a given action is preferred toany other.
The values are chosen so as to lie in the same range as the other utility functions,QI andQE.
4 Clearly, the world model of the learner includes all necessary information relating the action
repertoire for the learner and its ability to reproduce a particular effect. On the other hand, the
world model of the teacher provides the only information relating the decision-rule of the teacher
and its eventual underlying goal.
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Fig. 1.10 Percentages of replication of demonstrated action. (a) Percentage of runs in which the
learner replicates the demonstrated use of head. Whenever the action was not performed with the
head, it was performed with the hand. (b) Rates of occurrence of the different actions. When none of
the two indicated actions is performed, no action is performed. In both plots, each bar corresponds
to a trial of 2,000 independent runs.

Modeling Imitation in Humans

In a simple experiment described in [90], several infants were presented with a
demonstration in which an adult turned a light on by pressingit with the head. One
week later, most infants replicated this peculiar behavior, instead of simply using
their hand. Further insights were obtained from this experiment when, years later, a
new dimension to the study was added by including task constraints [54]. In the new
experiment, infants were faced with an adult turning the light on with the head but
having the hands restrained/occupied. The results showed that, in this new situation,
children would display a more significant tendency to use their hands to turn the
light on. The authors suggest that infants understand the goal and the restriction and
so when the hands are occupied they emulate because they assume that the demon-
strator did not follow the “obvious” solution because of therestrictions. Notice that,
according to Fig. 1.2, using the head corresponds toimitation while using the hand
corresponds to (goal)emulation.

We applied our model of social learning to an abstracted version of this experi-
ment, evaluating the dependence of the behavior by the learner on the parametersλA,
λE andλI in two distinct experiments. In the first experiment, we fixedthe weight
assigned to the baseline preferences (i.e.,we setλA = 0.2) and observed how the be-
havior changed as asλI goes from 0 to 1 (i.e.,as the learner increasingly adheres to
the inferred goal of the demonstration). The results are depicted in Figure 10(a). No-
tice that, when faced with a restricted teacher, the learnerswitches to an “emulative”
behavior much sooner, replicating the results in [54].

On a second experiment, we disregarded the observed effect (i.e.,we setλE = 0)
and observed how the behavior of the learner changes as it assigns more importance
to the demonstration and focuses less on its baseline preferences (i.e., asλI goes
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Fig. 1.11 Illustration of the recycling game. (a) The setup. (b) Transition diagrams describing the
transitions for each slot/object.

from 0 to 1). The results are depicted in Figure 10(b). Noticethat, in this test, we
setλE to zero, which means that the agent is not explicitly considering the observed
effect. However, when combining its own interests with the observed demonstration
(that includes goals, actions and effects), the learner tends toreplicate the observed
effectand disregard the observed actions, thus displaying emulative behavior. This
is particularly evident in the situation of a restricted teacher.

We emphasize that the difference in behavior between the restricted and non-
restricted teacher is due only to theperceived difference on the ability of the teacher
to interact with the environment. We refer to [79] for further details.

Robot Learning by Imitation

We now present an application of our imitation learning model in a sequential task
using BALTAZAR [78]. To test the imitation learning model in the robot we con-
sidered a simple recycling game, where the robot must separate different objects
according to their shape (Figure 1.11). We setλE = λA = 0 and used only the im-
itation module to estimate the intention behind the demonstration. In front of the
robot are two slots (Left and Right) where 3 types of objects can be placed: Large
Balls, Small Balls and Boxes. The boxes should be dropped in acorresponding con-
tainer and the small balls should be tapped out of the table. The large balls should be
touched upon, since the robot is not able to efficiently manipulate them. Every time
a large ball is touched, it is removed from the table by an external user. Therefore,
the robot has available a total of 6 possible actions: Touch Left (TcL), Touch Right
(ThR), Tap Left (TpL), Tap Right (TpR), Grasp Left (GrL) and Grasp Right (GrR).

For the description of the task at hand, we considered a state-space consisting of
17 possible states. Of these, 16 correspond to the possible combinations of objects in
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the two slots (including empty slots). The 17th state is an invalid state that accounts
for the situations where the robot’s actions do not succeed (for example, when the
robot drops the ball in an invalid position in the middle of the table).

We first provided the robot with an error-free demonstrationof the optimal be-
havior rule. As expected, the robot was successfully able toreconstruct the optimal
policy. We also observed the learned behavior when the robotwas provided withtwo
different demonstrations, both optimal. The results are described in Table 1.4. Each
state is represented as a pair(S1,S2) where eachSi can take one of the values “Ball”
(Big Ball), “ball” (Small Ball), “Box” (Box) or /0 (empty). The second column of
Table 1.4 then lists the observed actions for each state and the third column lists the
learned policy. Notice that, as before, the robot was able toreconstruct an optimal
policy, by choosing one of the demonstrated actions in thosestates where different
actions were observed.

Table 1.4 Demonstration 1: Error free demonstration. Demonstration 2: Inaccurate and incomplete
demonstration, where the boxed cells correspond to the states not demonstrated or in which the
demonstration was inaccurate. Columns 3 and 5 present the learned policy for Demo 1 and 2,
respectively.

State Demo 1 Learned Pol. Demo 2 Learned Pol.

( /0, Ball) TcR TcR - TcR
(/0, Box) GrR GrR GrR GrR
(/0, ball) TpR TpR TpR TpR
(Ball, /0) TcL TcL TcL TcL

(Ball, Ball) TcL,TcR TcL,TcR GrR TcL
(Ball, Box) TcL,GrR GrR TcL TcL
(Ball, ball) TcL TcL TcL TcL
(Box, /0) GrL GrL GrL GrL

(Box, Ball) GrL,TcR GrL GrL GrL
(Box, Box) GrL,GrR GrR GrL GrL
(Box, ball) GrL GrL GrL GrL

(ball, /0) TpL TpL TpL TpL
(ball, ball) TpL,TcR TpL TpL TpL
(ball, Box) TpL,GrR GrR TpL TpL
(ball, ball) TpL TpL TpL TpL

We then provided the robot with anincomplete and inaccuratedemonstration. As
seen in Table 1.4, the action at state ( /0, Ball) was never demonstrated and the action
at state (Ball, Ball) waswrong. The last column of Table 1.4 shows the learned
policy. Notice that in this particular case the robot was able to recover thecorrect
policy, even with an incomplete and inaccurate demonstration.

In Figure 1.12 we illustrate the execution of the optimal learned policy for the
initial state (Box, SBall).5

To assess the sensitivity of the imitation learning module to the action recogni-
tion errors, we tested the learning algorithm for differenterror recognition rates. For

5 For videos showing additional experiences seehttp://vislab.isr.ist.utl.pt/baltazar/demos/
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(a) Initial state. (b) GraspL.

(c) TapR. (d) Final state.

Fig. 1.12 Execution of the learned policy in state (Box, SBall).
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Fig. 1.13 Percentage of wrong actions in the learned policy as the action recognition errors in-
crease.

each error rate, we ran 100 trials. Each trial consists of 45 state-action pairs, corre-
sponding to three optimal policies. The obtained results are depicted in Figure 1.13.

As expected, the error in the learned policy increases as thenumber of wrongly
interpreted actions increases. Notice, however, that for small error rates (≤ 15%) the
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robot is still able to recover the demonstrated policy with an error of only 1%. In
particular, if we take into account the fact that the error rates of the action recogni-
tion method used by the robot are between 10% and 15%, the results in Figure 1.13
guarantee a high probability of accurately recovering the optimal policy.

We conclude by remarking that a more sophisticated model canbe used in which
observation noise is taken into account. This may allow moreinsensitivity to the
noise, by including it explicit in the inference module thatestimates the reward
representing the goal of the demonstrator.

1.7 Other Imitation Settings

Imitation learning goes far beyond programming a single robot to perform a task,
and has been used in many other settings.

For example, in [120], learning from demonstrated behaviorsomewhat resembles
transfer learning, in which an agent observes demonstrations in different scenarios
and uses this knowledge to recover a reward function that canbe used in yet other
scenarios. This problem is addressed as a max-margin structured learning problem
to recover a reward function from a set of demonstrations. Inorder to simplify the
problem and to leverage fast solution methods, the paper formulates the problem as
a non-linear (non-differentiable) unconstrained optimization problem, that is tackled
using subgradient techniques that rely on the solution structure of the (embedded)
constraints.

In [45,97], robots able to imitate have been used to interactwith autistic children.
On a related application, the Infanoid project [70, 72] deals with gesture imitation
[71], interaction with people [73], and joint attention [98]. The robots in this project
are used in human-robot interaction scenarios with particular emphasis on people
with special needs. Although the results seem promising, and in short term people
seem to react well, care must be taken in ensuring that the robots are used to promote
socialization with other people, and not a stronger focus onthe machine itself [121].

Some authors have also addressed imitation in multiagent scenarios, consid-
ering multiple demonstrators [132], multiple learners [30] and human-robot joint
work [42]. In the presence of multiple demonstrators, thesemay be performing dif-
ferent tasks and the agent must actively select which one to follow. In [132], this
observation led the authors to call their approachactive imitation. Active learning
approaches applied to imitation are very recent [81, 132]. Typically, the burden of
selecting informative demonstrations has been completelyon the side of the men-
tor. Active learning approaches endow the learner with the power to select which
demonstrations the mentor should perform. Several criteria have been proposed:
game theoretic approaches [132], entropy [81] and risk minimization [40].

Computational models of imitation have also been proposed to understand bi-
ology by synthesis. Examples include models of language andculture [3, 15], cu-
riosity drives resulting in imitation behaviors [68], behavior switching in children
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and chimpanzees [79]. There have also been studies of imitation deficits relying on
models of brain connections [110,124]

We also note that there are other social learning mechanismsthat fall outside the
“imitation realm” in biological research. Often imitationis seen as a fundamental
mental process for acquiring complex social skills but other mechanisms, although
cognitively simpler, may have their own evolutionary advantages [89,104,105].

1.8 Discussion

In this chapter we presented an overview of imitation learning from two different
perspectives. First, we discussed evidence coming from research in biology and
neurophysiology and identified several cognitive processes required for imitation.
We particularly emphasized two ideas that have a direct impact on imitation: 1) the
action-perception coupling mechanisms involved, for instance, in the mirror system;
and 2) the different social learning mechanisms found in infants and primates, not all
of which can be classified as “true imitation”. We also pointed out the importance of
contextual cues to drive these mechanisms and to interpret the demonstration. As the
bottom line, we stress that social learning happens at different levels of abstraction,
from pure mimicry to more abstract cognitive processes.

Taking this evidence into account, we then reviewed imitation in artificial sys-
tems i.e., methods to learn from a demonstration. As a result of the advances on
this topic, there is currently a vast amount of work. Following the three main chal-
lenges identified in [151], we surveyed several methods thattake advantage of the
information provided by a demonstration in many different ways: as initial condi-
tions for self-exploration methods (including planning),as exploration strategies, as
data from which to infer world models, or as data to infer whatthe task is. These
methods are being used with many different goals in mind, either to speed up robot
programming, to develop more intuitive human-robot interfaces or to study cogni-
tive and social skills of humans. In addition to this, we provide experimental results
of increasing abstract imitation behaviors, from motor resonance to task learning.

An open question, and one we only addressed in an empirical way, is how all
these methods are related or could be combined to achieve complex imitation be-
haviors. Indeed, different approaches usually tailor their formalisms to a particular
domain of application. It is still not clear how different they are and if they can be
used in several domains. If it becomes clear that they are indeed different, it would
be interesting to understand how to switch between each mechanism, and eventually
understand if there is a parallel in the brain.

Another important aspect that requires further research isrelated to perception.
Although this is not specific to imitation, it plays a crucialrole when interpreting the
demonstration. Currently, robots are still unable to properly extract relevant infor-
mation and perceive contextual restrictions from a generalpurpose demonstration.
Due to this difficulty, having a robot companion that learns by imitation is still be-
yond our technological and scientific knowledge.
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Nevertheless, most of these problems can be somewhat reduced when robot pro-
gramming is conducted by skilled people that can handle moreintrusive sensory
modalities. In the chapter, we analyzed more in detail an alternative path to imita-
tion which relies on previously learned models for the robotand the environment
that help the understanding of the demonstration.

Using prior knowledge may simplify the interpretation of the demonstration, but
requires the acquisition of good motor, perceptual and taskdescriptions. Most ap-
proaches consider predefined feature spaces for each of these entities. When con-
sidering object-related tasks, this problem is even more important than when ad-
dressing pure motor tasks. A given world state may be described in terms of object
locations, object-object relations, robot-object relations, among many others, but it
is not easy to automatically extract, or choose, among the correct representations.

Finally, a recent trend in imitation learning tries to learntask abstractions from
demonstrations. The rationale is that, once the robot has understood a task in an
abstract manner, it can easily reason about the contextual cues that drive imita-
tion behaviors, include them in future plans and, as a result, generalize better to
other situations. In our experimental results, we showed how to combine multiple
task descriptions to switch between different social learning behaviors through a
biologically-inspired computational imitation model. Also, having such a represen-
tation opens the door to more general cognitive imitation architectures for robots.

Future applications of imitation will handle human-robot collaboration in coop-
erative settings (with several robots or people) and activestrategies for interaction
with the demonstrator.

We conclude this review by stating our belief that imitationand learning by
demonstration will become one of the capabilities that future fully autonomous
robots will extensively use, both to acquire new skills and to adapt to new situations
in an efficient manner. The path to this objective is still full of exciting research
challenges and fascinating links to the way we, humans, develop and learn.
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120. Ratliff, N., Bagnell, J., Zinkevich, M.: Maximum margin planning. In: Proc. 23rd Int. Conf.
Machine Learning, pp. 729–736 (2006)

121. Robins, B., Dautenhahn, K., Dubowski, J.: Robots as isolators or mediators for children with
autism? a cautionary tale. In: AISB05: Social Intelligence and Interaction in Animals, Robots
and Agents, pp. 12–15. Hatfield, UK (2005)

122. Sahin, E., Cakmak, M., Dogar, M., Ugur, E., Ucoluk, G.: Toafford or not to afford: A new
formalization of affordances towards affordance-based robot control. Adaptive Behavior
15(5), 447–472 (2007)

123. Sauser, E., Billard, A.: View sensitive cells as a neural basis for the representation of others
in a self-centered frame of reference. In: 3rd Int. Symp. Imitation in Animals & Artifacts
(2005)

124. Sauser, E., Billard, A.: Parallel and Distributed NeuralModels of the Ideomotor Principle:
An Investigation of Imitative Cortical Pathways. Neural Networks 19(3), 285–298 (2006)

125. Saxena, A., Driemeyer, J., Ng, A.Y.: Robotic grasping of novel objects using vision. Inter-
national Journal of Robotics Research (IJRR) (2008)

126. Saxena, A., Wong, L., Ng, A.Y.: Learning grasp strategieswith partial shape information. In:
AAAI (2008)

127. Schaal, S.: Is imitation learning the route to humanoid robots. Trends in Cognitive Sciences
3(6), 233–242 (1999)

128. Schaal, S., Ijspeert, A., Billard, A.: Computational approaches to motor learning by imitation.
Phil. Trans. of the Royal Society of London: Series B, Biological Sciences358(1431) (2003)

129. Schaal, S., Peters, J., Nakanishi, J., Ijspeert, A.: Learning movement primitives. In: Interna-
tional Symposium on Robotics Research (ISRR2003) (2003)

130. Shon, A., Grochow, K., Rao, R.: Robotic imitation from human motion capture using gaus-
sian processes. In: IEEE/RAS International Conference on Humanoid Robots (Humanoids),
(2005)

131. Shon, A.P., Joshua, Storz, J., Rao, R.P.N.: Towards a real-time bayesian imitation system for
a humanoid robot. In: IEEE - International Conference on Robotics and Automation (ICRA)
(2007)

132. Shon, A.P., Verma, D., Rao, R.P.N.: Active imitation learning. In: AAAI (2007)
133. Stoytchev, A.: Behavior-grounded representation of tool affordances. In: International Con-

ference on Robotics and Automation. Barcelona, Spain (2005)
134. Stulp, F., Fedrizzi, A., Beetz, M.: Learning and performing place-based mobile manipulation.

In: IEEE 8TH International Conference on Development and Learning (2009)
135. Sturm, J., Plagemann, C., Burgard, W.: Adaptive body scheme models for robust robotic

manipulation. In: RSS - Robotics Science and Systems IV. Zurich, Switzerland (2008)
136. Syed, U., Schapire, R., Bowling, M.: Apprenticeship learning using linear programming.

In: Proceedings of the 25th International Conference on Machine Learning (ICML’08), pp.
1032–1039 (2008)

137. Tani, J., Ito, M., Sugita, Y.: Self-organization of distributedly represented multiple behavior
schemata in a mirror system: Reviews of robot experiments using rnnpb. Neural Networks
17(8/9), 1273–1289 (2004)

138. Tennie, C., Call, J., Tomasello, M.: Push or pull: Imitation vs. emulation in great apes and
human children. Ethology112(12), 1159–1169 (2006)

139. Thurau, C., Paczian, T., Sagerer, G.: Bayesian imitationlearning in game characters. Int. J.
Intelligent Systems Technologies and Applications2(2/3) (2007)

140. Tomasello, M., Kruger, A.C., Ratner, H.H.: Cultural learning. Behavioral and Brain Sciences
16(3), 495–511 (1993)

141. Turvey, M., Shockley, K., Carello, C.: Affordance, proper function, and the physical basis of
perceived heaviness. Cognition73 (1999)

142. Verma, D., Rao, R.: Goal-based imitation as probabilistic inference over graphical models.
In: Advances in NIPS 18 (2006)

143. Visalberghi, E., Fragaszy, D.: “Do monkeys ape?”: ten years after. In: Imitation in Animals
and Artifacts. MIT Press, Cambridge, MA, USA (2002)



1 Abstraction Levels for Robotic Imitation: 43

144. Wang, J.M., Fleet, D.J., Hertzmann, A.: Gaussian process dynamical models for human mo-
tion. Trans. PAM pp. 283–298 (2008)

145. Want, S., Harris, P.: Learning from other people’s mistakes: Causal understanding in learning
to use a tool. Child Development72(2), 431–443 (2001)

146. Want, S.C., Harris, P.L.: How do children ape? Applying concepts from the study of non-
human primates to the development study of “imitation” in children. Developmental Science
5(1), 1–13 (2002)

147. Whiten, A., Custance, D., Gomez, J.C., Teixidor, P., Bard,K.A.: Imitative learning of artifi-
cial fruit processing in children (Homo sapiens) and chimpanzees (Pan troglodytes). Journal
of Comparative Psychology110, 3–14 (1996)

148. Whiten, A., Horner, V., Litchfield, C.A., Marshall-Pescini, S.: How do apes ape? Learning
& Behavior32(1), 36–52 (2004)

149. Williams, T.G., Rowland, J.J., Lee, M.H.: Teaching from examples in assembly and manip-
ulation of snack food ingredients by robot. In: 2001 IEEE/RSJ,International Conference on
Intelligent Robots and Systems, pp. 2300–2305 (2001)

150. Williamson, R.A., Markman, E.M.: Precision of imitation as afunction of preschoolers’
understanding of the goal of the demonstration. Developmental Psychology42(4), 723–731
(2006)

151. Wolpert, D.M., Doya, K., Kawato, M.: A unifying computational framework for motor con-
trol and social interaction. Philosophical Transactions of the Royal Society of London. Series
B, Biological Sciences358(1431), 593–602 (2003)

152. Wolpert, D.M., Kawato, M.: Multiple paired forward andinverse models for motor control.
Neural Networks11(7-8), 1317–1329 (1998)

153. Yang, J., Xu, Y., Chen, C.: Hidden markov model approach to skill learning and its applica-
tion to telerobotics. IEEE Transations on Robotics and Automation 10(5), 621–631 (1994)

154. Zentall, T.R.: Imitation in animals: Evidence, function,and mechanisms. Cybernetics and
Systems32(1), 53–96 (2001)

155. Zhang, J., R̈ossler, B.: Self-valuing learning and generalization with application in visually
guided grasping of complex objects. Robotics and Autonomous Systems47, 117–127 (2004)

156. Ziebart, B., Maas, A., Bagnell, J., Dey, A.: Maximum entropy inverse reinforcement learning.
In: Proc. 23rd AAAI Conf. Artificial Intelligence, pp. 1433–1438 (2008)




