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Resumo

Nesta tese, estuda-se o problema da reconstrucao tridimensional, a partir de uma camara em
movimento. Propomos estimar o movimento proprio da camara e calcular o mapa denso de
profundidades da cena observada, explorando para tal representacoes particulares da imagem
que facilitem essa reconstrucao, tendo em conta as oclusoes.

A primeira parte da tese é dedicada ao estudo do problema da estimagdo do movimento
préprio da camara. A nossa abordagem é baseada na anélise do movimento da imagem.
Introduzimos um conjunto de subespagos onde sao deduzidas algumas restrigoes relativamente
ao fluxo e ao movimento da camara. Este conjunto de subespagos pode ser descrito num tinico
espaco topolégico £ que permite a utilizagdo global dos vectores de fluxo. E estudado o
fenémeno das oclusées, que contém igualmente informacao quanto ao movimento da camara.
Propomos um modelo formal para detectar e classificar oclusoes e é deduzida uma relacao
entre as oclusbes e o movimento da camara.

A segunda parte da tese trata o problema da reconstrucao densa. Propomos explorar rep-
resentacoes alternativas que facilitem o problema da correspondéncia. Baseados na restricao
de ordem, apresentamos uma representacao simples e compacta — as Imagens Intrinsecas —
para a estimagao da correspondéncia estéreo, lidando com oclusdes. No sentido de ultrapas-
sar a necessidade de usar a restricao de ordem, é apresentada uma metodologia baseada em
técnicas de optimizacao para calcular a correspondéncia num sistema trinocular, partindo de
restrigoes com forte significado fisico (unicidade, visibilidade e geometria das camaras).

Foram apresentadas experiéncias com imagens reais para todas as metodologias propostas.

Palavras-chave: Visao por Computador, Estimagao de Movimento Préprio, Recon-

strugao 3D, Oclusces, Correspondéncia Estéreo, Reconstrucdo com Muiltiplas Vistas.



Abstract

This thesis addresses the problem of 3D reconstruction from a moving camera. We propose
to estimate the motion of the camera and recover densely the depth of the scene, by exploring
particular representations for the image information, where the occlusions play a central role.

The first part of the thesis is dedicated to the egomotion estimation problem. The approach
is based on the analysis of the image motion. We introduce a family of subspaces where some
constraints that use the global image motion information, are exploited to estimate the camera
motion. This family of subspaces is described in a unique topological space — the L-space
— that allows the use of robust estimation tools. In order to deal with the occlusions, where
the flow computation is difficult, we propose a formal model for detecting and classifying
occlusions. We show how the occlusions provide additional information about the camera
motion.

The second part of the thesis addresses the 3D reconstruction problem or dense matching.
To approach the matching problem, we propose to explore alternative representations that may
facilitate the correspondence process. Based on the order constraint, we present a new image
representation called Intrinsic Images that can be used to solve the stereo correspondence
within a simple and compact framework, dealing with occlusions. To overcome the need of
using the order constraint, we propose a methodology for solving optimally the correspondence
problem for a trinocular system, imposing solely physically meaningful constraints (uniqueness,
visibility and geometric).

Several results with real images are presented for all methodologies proposed.

Keywords: Computer Vision, Egomotion Estimation, 3D Reconstruction, Occlusions,

Stereo Matching, Multiple View Reconstruction.
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INTRODUCTION 3

This thesis addresses the problem of retrieving the observer motion and scene struc-
ture from images, a task that is solved routinely and robustly by humans and many
other animals.

The study of visual perception has a long history. During centuries, men have felt
the need for an explanation of why and how things are visually perceived. Among the
many questions which were discussed by physiologists, psychologists and other vision
researchers till now, the oldest and more general and mysterious problem consists in how
we can account for the richness of the perceived environment considering the apparent
poverty of the image within our eyes.

Vision depends on a simple and almost flat retinal representation. Nevertheless the
visible scene has depth, distance and consistency. Then how can vision depend on
the pictures in the eyes and yet produce a scene with such complexity? The physical
environment is tridimensional and projected by light on a bidimensional surface. How-
ever it is perceived in three dimensions. How can the lost third dimension be restored
and reconstructed in perception? Moreover how we can perceive our own motion and
tridimensional position by using vision?

Many answers for these problems can be found in different fields such as biology,
psychology or engineering. But one of the most fruitful interaction of two different
scientific areas addressing such issue has been observed between the biological approach
to the human vision and the computational approach to the artificial vision. Thus we
start in with this important relationship, which has produced some of more significant

results in the history of the vision research.

Historical review

In the early days, vision researchers tried to identify and classify objects in images by the tech-
niques of pattern recognition, which had been developed for the extraction and classification
of bidimensional features [10]. They believed that the paradigm of pattern recognition could

lead to systems able to understand tridimensional scenes from bidimensional image features.
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However, they soon realized that a tridimensional object looks very different from viewpoint
to viewpoint and 3-D meanings cannot be recovered unless some a priori knowledge or internal
representation is given. Thus knowledge came to play an essential role and how to represent

and organize such knowledge became a major concern.

The first organized and significant attempt to solve this problem can be found in the
Gestalt psychology [22]. From the Gestalt psychology viewpoint, humans understand the 3-D
environment by unconsciously matching the visual images with the vast amount of knowledge

accumulated from experience.

Inspired in this principle, many researchers from the Artificial Intelligence field devised
symbolic schemes in order to represent and interpret visual knowledge [11]. One of their central
problems consisted in establishing such symbolic representations. Thus many combinatorial
techniques were proposed, including various heuristic and complex search algorithms, relying

heavily on some assumption arising from own visual experience.

Realizing that some computational complexity is inevitable as long as an internal represen-
tation is directly matched with features extracted from raw images, many researchers began
to pay attention to physical laws existent on the image which could provide clues to a general
tridimensional interpretation [28]. Depending on these physical laws, different computer vision
areas were generated: shape from shading by using shading variations on the images, shape
from texture by analyzing textures invariants, and structure from motion by computing the

flow of moving objects on the image.

In contrast to the kind of knowledge devised before (which depended on specific internal
representations), this new approach uses different physical constraints or assumptions about

surface reflectance, illumination, perspective distortion and rigid motion.

In psychology, this view was primarly asserted by J. Gibson [22, 23] who believed that
human 3-D perception occurs automatically when the visual signal triggers the right compu-
tation in our brain and such computational functionality is innate. Later, founded in Gibson’s
theory, David Marr [41] established a new paradigm to describe the visual perception process,
which can be summarized as follows: i) primitive features are extracted (like edges or color);

ii) approximate shapes or movements are computed by using some given constraints and iii)
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a 3-D model is fitted to such data. Additionally, some high-level inferences can be performed

based on such 3-D representation.

The major advantage of the Marr paradigm consisted in transforming the vision problem
in a computer science problem, and that fact revealed very useful for computer scientists. In
computer vision, one can use images captured by electric cameras and create more easily a
computable model to interpret image data (by using color, motion or brightness measured
by the camera). By studying computations designed to infer tridimensional information from
camera images, we can learn more about the way how the visual system succeeds in interpreting

images because of physical and statistical regularities present in the retinal images.

However, from a biological point of view, Marr’s theory is still a set of conjectures which
need scientific confirmation. Physiologically, the information within the retina is considered
ambiguous and without a well-defined representation; the neural connections (from retina to
the visual pathways) are ruled by strange models and their behaviors are apparently fuzzy
and only partially known. Therefore, it is important to keep in mind that the approaches
found in computer vision are not necessarily similar to the treatment of visual information in
the brain. Camera information is very different from our own visual information. Cameras
are dependent on the technology available. In contrast, our neural system suffered millions of
years of evolution. So any eventual comparison between the electronic and biological systems

may be at least unfair.

Nevertheless, even knowing that the computer vision problem is different from the bio-
logical vision problem in terms of “hardware”, the question has been remained essentially
unchangeable for researchers from both sides: how can we reconstruct and understand the
tridimensional environment by using exclusively flat images? Answering this common ques-
tion has been the constant challenge for either biologists or computer science researchers. Their
motivations to study the problem of visual reconstruction are also very similar and arises ob-
viously from the human visual experience. The dream of every computer vision researcher
is to obtain a computer system with a performance similar to our visual system. Thus, the
ultimate achievement would be to mimic the biological visual system. Such a tool would be

of great interest for the better comprehension of our visual system.
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However, the motivation to study computer vision can be purely technological. It is an
unquestionable fact that the usual approaches for 3D reconstruction depend on the specific
application domain, such as surveillance, robotics, or entertainment. To some extent, these
well-known applications have ruled the recent research on computer vision, with some well-
known successful results.

Next we will discuss several current “schools of thought” relatively to the nature of the
information used, when addressing the problem of 3D reconstruction from images in computer
vision.

When observing the projection of a set of scene points in motion, what can be determined
about their 3D structure? This general problem of reconstruction can be addressed in various

ways that lead to different formulations:

e Given the projections of a set of 3D points on an arbitrary set of views, how can one
determine the point matches, their 3D position, and the pose and parameters of the

cameras?

e When observing an image sequence, can one determine the instantaneous camera motion

as well as the scene structure?

Different formulations for the general underlying problem of reconstruction make use of dif-
ferent data and models, since the desired final output is somewhat distinct. Hence, most
methodologies for 3D reconstruction can be analyzed in terms of the type of measurements
made, the models used and the representations chosen for the 3D structure and motion. Based
on this analysis, a simple classification for the various existing formulations can be provided,

according to:

The nature of the observations — Some methods are based on a reduced set of highly
accurate image features that act as fiducials for further computations. Other methods
use more globally (and directly) the information within the images for the same purpose

of retrieving camera and scene structure, without requiring a previous feature selection.

The model of the camera used — A great deal of work has been done in the case of

discrete motion, especially for stereo vision, aiming at recovering the camera positions
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and orientations. Alternatively, making the assumption of continuous motion of camera
(and image) as it moves little from one image to another, the reconstruction consists in
recovering the instantaneous camera velocities, since the concepts of time and space are

unified in a single framework.

The scene interpretation — The 3D scene can be recovered either sparsely or densely,
depending on the photometric and geometric constraints, and the estimation algorithms
used. One may provide an holistic interpretation of the scene instead of focusing on a

limited set of features.

These three items motivate the principal theories for reconstruction in computer vision, de-
pending mainly on the type of representation we adopt for each one of them, as summarized

in the following table:

Observations Camera 3D Scene Interpretation
Feature based Discrete model Sparse
(pre-selection required) | (camera positions) (reconstruct some points)
Image based Continuous model Dense
(no pre-selection) (camera velocities) | (reconstruct all points and surfaces)

The combination of all these requirements includes most of the work done in visual recon-
struction. For example, if the camera is moving continuously and we want to use the image
motion as observation, then our reconstruction problem consists in recovering the velocity of
the camera from the optical flow. On the other hand, if we have a stereo pair with some
previously selected fiducial points, then we want to estimate the matches and the pose of the
cameras that generate those points. Additionally, both reconstruction algorithms can be de-
signed to recover either the tridimensional information in some points (e.g. contours), or the
complete surfaces of the objects (including in non textured zones, for example). The following
paragraphs will be dedicated to discuss several approaches for visual reconstruction where

different choices in terms of observations, camera and 3D scene representation are made.

Traditionally one of the mainstream approaches in computer vision consists of the feature

based geometric reconstruction. This approach is connected to the uncalibrated reconstruction
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of a set of cameras [25, 64, 51, 47] (usually under a discrete model !). In this field, some
remarkable progress has been achieved [26], by using sophisticated mathematical tools, mainly
based on projective geometry. Many intricate and elegant geometric relations have been found
to describe the multiview geometry. Crucial results about the camera positions and scene
structure (usually sparse) are clarified by using concepts perfectly described with projective
geometry: the fundamental matrix, that relates a stereo pair [14, 42, 26]; the trinocular tensor,
that deals simultaneously with three cameras [63, 52]; the cross-ratio of four collinear points,
that is a projective invariant [12]; or the absolute conic that codifies the internal calibration
parameters of the camera [15]. These and many others geometric concepts give a global
consistency to the projection process and provide a coherent explanation for “what is really

happening” when a set of cameras are seeing images.

A typical reconstruction algorithm starts with the extraction of features followed by
the computation of their 3D shape. Thus, these estimates can be used to guide a sparse
correspondence for the remaining relevant features of the image. A feature can be an interest
point, an edge, an isobrightness curve, a silhouette contour or a conic. Features are useful
because there is a wide choice of algorithms to estimate the 3-D structure from point, line
or curve features [42]. Notice, however, that the image processing involved in the feature
detection is far from being a solved problem (excluding when the required features are simply

corners).

In opposition to these methods, that generally rely upon a reduced number of image
features (usually pre-selected as “good” ones), other approaches use more extensively the image
information (often known as image based approaches) for the same purpose of retrieving
camera and scene structure. The most known example is the use of image motion (flow) for the
3D motion reconstruction of a moving camera — structure from motion [35, 37, 30, 5, 29, 27].
In opposition to the “geometric” approach (that structurally separates the feature selection
from the reconstruction problem), the image based methods use the raw information (e.g.
brightness gradients) for the purpose of retrieving information about the camera motion or

scene structure, without intermediate feature extraction.

although a continuous approach can be studied [46].
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Some advantages can be found by using an image based approach. First, one can define
a global minimization problem using all the image information. For example, the set of all
observations can be used as input of robust estimators in order to recover a few parameters
such as the translation and rotation of the camera [1, 17]. Secondly, the global structure of
the image observations is still connected with the problem geometry. As an example, rigorous
descriptions relating the image motion field with the camera velocity (under a continuous
model) can be found in [67, 39]. Additionally, some information included in the image, such
as the brightness variations or the normal flow computed from a moving camera, is easily

computable and directly available [33, 30].

However, image based methods may suffer from various severe drawbacks: (1) Unfortu-
nately, there are regions of the image where the observations are not particularly easy to
obtain (e.g. flow in non-textured areas). Then, in many applications only sparse results in
terms of 3D scene reconstruction can be computed. (2) Some tacit (or explicit) photometric
constraints about the image have to be previously assumed — they are present either when
we compute the normal flow, assuming the brightness constancy, or when we include similar-
ity, uniqueness, order or transparency criteria for the computation of correspondences. (3)
Serious difficulties can be found at occlusion boundaries (moreover the occlusion detection is

not trivial).

A large amount of work has been produced in order to find other paths for reconstruction,
using raw image information. As examples we can mention not only the study of motion flow
(as referred before), but also the codification of the stereo images through a graph [7] (discrete
model, dense 3D scene estimation), the representation of multiple view information in a dense
set of voxels [36] (discrete model, dense 3D scene estimation), or the transformation of the
image spatio-temporal cartesian space into another space — e.g. the frequency space [19]
(continuous model, dense 3D scene estimation). All these approaches constitute relevant
contributions for the image comprehension in terms of reconstruction, and truly explore the

structure information coded within the images.

The next section will be dedicated to outline our approach within the general framework

of the visual reconstruction.
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Thesis Outline

Objectives

In this thesis, we address the central problem of computer vision of retrieving the camera
motion and dense scene structure from images. Our motivation to study this problem does
not arise from a purely geometric interest, typical of a feature based approach. Instead, it is
focused on the study of the image dynamics, and its influence on the perception of both the
observer motion and structure of the observed scene.

Throughout the thesis, we assume that the scene is static, thus excluding the study of mul-
tiple motions. Additionally we assume that some intrinsic camera parameters are previously
known. This can be a reasonable assumption, provided that we choose the cameras used in
the experiments.

Our principal aim is the determination of the 3D camera motion and the 3D reconstruction
of the scene. These problems are always associated to the determination of a dense point-to-
point correspondence (or motion), and in the presence (and making use of) occlusions. Hence

we have selected three of the most challenging and representative problems in this thesis:

e The interpretation of (image) visual motion conveys information about both the 3-D
scene and the observer motion. The motion of the image points forms special patterns
that can reveal a global structure related to the camera motion. Thus, some important
cues about the camera motion can be found by exploring the geometric properties of the
image flow within an adequate image flow representation. How does the global image

motion flow depend on the camera motion?

e In computer vision, occlusions are almost always seen as undesirable singularities that
pose difficult challenges to image motion analysis, such as flow computation or dispar-
ity estimation. However, it is well known that occlusions are extremely powerful cues
for depth and motion perception. What information can occlusions provide about the

camera motion?

e Dense matching is a central issue in computer vision, namely to retrieve depth infor-
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mation. Usually, the matching procedure is performed directly on the images data and
is deemed to failure in regions of homogeneous brightness distribution. A challenging
problem consists in finding alternative image representations that facilitate (or even triv-
ialize) the correspondence process. How can these representations incorporate (and take

advantage of ) occlusion and visibility constraints ?

There are two strong ideas present along the entire thesis and behind our approach. Firstly,
we believe that a major step to solve the 3D motion estimation and dense matching problems is
to find adequate visual representations (or spaces) where solutions can be more easily defined
or constrained. Secondly, we face occlusions as a rich source of perceptual information that
should be used when estimating the observer motion or performing 3D reconstruction, dense

matching or view synthesis.

Organization of the Thesis

In general, this thesis is organized in two main parts: a first part describing geometrical
approaches to compute the camera motion, and a second part discussing methods to recover

dense tridimensional information from the scene. The thesis is organized as follows:

First Part: A great deal of work on 3D reconstruction has been done in the case of discrete
motion, especially for stereo vision, assuming that the camera intrinsic parameters are
known. Making the assumption of continuous motion simplifies the problem of tracking
a feature as it moves little from one image to another, unifying the concepts of time
and space in a single framework. A major drawback of a continuous approach is its
susceptibility to local noise (due to image noise or occlusion phenomena). However, if
considered globally, the set of all observations can be used as input of robust estimators in
order to recover global parameters such as the translation or the rotation of the camera.
In the first part of this work, these estimators are discussed and the occlusion problem
is studied. In more detail, the first part, concerned to camera motion estimation, is

subdivided in two chapters:

Chapter 1 introduces the basic notion and models used in image motion analysis. We
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propose to use exclusively the spatio-temporal derivatives of the image in order to
recover the motion of an observer subject to arbitrary linear and angular move-
ment. We subdivide the image plane in a set of line subspaces to estimate linearly
constraints of the camera motion. Described on a different representation — the
L-space —, this approach allows for numerous observations to contribute for the
complete motion estimation, improving robustness and reliability. The study pro-
posed here gives us a global description about the connection between the general

geometry of the image motion and the camera motion.

Chapter 2 discusses an important class of singularities that pose special difficulties to
image motion computation: the occlusions. Rather than an undesirable artifact,
we show how the occlusions provide fundamental information for camera motion

estimation.

Second Part: By applying the estimators defined in the first part, we assume that the cam-

era motion is already known. In order to estimate dense information about the 3-D
structure of the scene, we could use the same image motion observations. However,
these local observations can produce meaningless depth interpretations in the presence
of noise. This is because depth reconstruction from 2-D is a typical inverse problem, for
which solutions are known to be generally unstable with respect to noise. To cope with
this inherent ill-posedness, the local correspondence measurements must be improved.
This can be achieved through two complementar approaches: Firstly, finding alternative
representations which support a true dense matching procedure; secondly, developing
optimization techniques constraining the solution to have coherent visual properties (re-
lated to order, unicity or visibility constraints). These approaches will be discussed in
the second part of this work, where results obtained from various real examples will show
their potentialities. The second part, centered in the scene reconstruction, is subdivided

in two chapters:

Chapter 3 introduces one of central problems in reconstruction: determining corre-

spondences. The computation of correspondences is presented as a fundamental
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issue for dense 3D reconstruction or synthesis of new views. We develop a new
representation — the Intrinsic Images — which leads to the dense matching of a

stereo pair, even with occlusions.

Chapter 4 discusses the problem of existing more than two views, introducing new con-
straints, namely geometric and visibility constraints. We develop an optimization
approach for dense reconstruction applied to a specific trinocular example, where

an optimal solution is found.

Each part is finalized by a concluding chapter where a brief discussion is provided.

Related Work

For the various problems discussed throughout the thesis, a wide range of related work takes
a special relevance due to its close relation with the approaches we will propose here.

In the first part, the egomotion problem applied to a moving monocular observer is
addressed. This is a central issue in computer vision and is deeply treated in remarkable
works, such as [35, 37, 30, 5, 29, 27], just to mention a few. The first step to estimate
egomotion or structure from motion is the computation of displacement between consecutive
frames. Usual approaches are based either on (i) point correspondences [13]; (ii) estimation of
the dense motion field, identified by the optical flow [27]; or (iii) finally in the so-called direct
methods [31, 16, 18, 33].

The correspondence or optical flow estimation are, in general, ill-posed [2], and it is usually
necessary to introduce very restrictive assumptions about the image or the observed scenes.
The solutions obtained are often unstable and require large amounts of computation.

Direct methods are less demanding than the previous ones, and use the image brightness
information directly to recover the motion parameters. The only image flow component that
can be estimated based on local measurements, is that along the image gradient direction,
the normal flow [30]. Thus, direct methods are usually based on normal flow or the spatio-
temporal image derivatives [50]. Then how can the simple normal flow provide information

about the camera motion? Fermuller and Aloimonos [18, 16, 17] introduced a method which
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is based on a selection of image points that form global patterns in the image plane, using
the orientation of global normal-flow vectors. This approach considers the complete camera
motion estimation problem as a pattern recognition problem, introducing a set of geometric
constraints that reveal a global structure hidden in normal-flow fields. In this case, the use of

global data must guarantee the robustness of the algorithms.

Inspired on Fermuller and Aloimonos work, the method we follow consists in searching
the image for particular geometric properties of the normal flow, tightly connected to the
egomotion parameters. As proposed by Heeger and Jepson [27], one can solve separately the
rotational and translational motion parameters due to bilinear nature of the image motion
equations. We also subdivide the problem, but in a different way. The difference is that we
split not only the solutions domain but also the search domain in various families of lines,
where the normal vectors have particular geometric properties, associated to camera motion
information. The space of lines can be described in a unique topological space — the L-space
—, that allows the use of nearly all available image data [57]. We present a low complexity
estimator based on the simple regression problem, by applying sequentially bidimensional

estimators on the L-space.

In the second chapter of this thesis, we propose to study the importance of occlusions
within the egomotion estimation framework. A number of algorithms have been designed
to handle or eliminate occlusions in order to estimate either multiple image motions [65, 4,
60, 43] or the disparity field of a stereo pair [45, 9, 21, 34]. In contrast to these works, we
do not focus on the explicit estimation of image motion (or disparity) but rather, on the
role played by occlusions in motion perception. Assuming a moving monocular observer,
we study the relation between the observable occlusions and the camera motion. Thus, we
show how the occlusions provide, per se, fundamental information for motion estimation [58].
These conclusions partially validate some of the biological evidences already observed in the

Psychology area (namely in the work due to Anderson and Nakayama [3]).

The second part is dedicated to the dense 3D reconstruction of the scenes. This process
is intrinsically related to the correspondence problem, one of the central problems of stereo

and motion analysis. Traditionally, the computation of correspondence has been associated
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[24] to the following general three-step procedure:
1. Selecting image features, such as edges, interest points or brightness values.

2. Find corresponding features based on similarity and consistency criteria, where similarity
considers a distance between features and consistency takes into account geometric and
order constraints. This step is usually algorithmic and requires a relative weighting

between similarity and consistency.
3. Compute and interpolate the disparity maps to obtain a dense field.

An additional step consists of detecting occlusion points, where the similarity and/or consis-
tency criteria are violated.

Almost all methods for image correspondence follow the procedure described above, dif-
fering only in the nature of the image features, similarity and consistency criteria, search
algorithms and photometric and geometric assumptions [45, 66, 61] (see [24] for an overview).

In this thesis, we propose an holistic approach where global stereo image information and
the similarity and consistency criteria are well defined in a common framework. This approach
can be used to generate dense disparity maps (explicit reconstruction) or to synthesize new
views of the same scene (without explicit reconstruction).

First, we propose a new image representation called Intrinsic Images that can be used to
solve correspondence problems of a stereo pair [59]. This work has partially its foundations on
the intrinsic curves developed by Tomasi and Manduchi [61]. They have proposed to represent
a set of local descriptor vectors (brightness, derivative, second derivative, etc) through a curve
in a n-dimensional space. Ideally two curves computed along two corresponding scanlines of
a stereo pair can be mapped (or even coincide).

However, approaches based on curves of local descriptors vectors have obvious limitations
related to rigid geometric distortion assumptions, solution ambiguity and /or high-dimensionality
search algorithms. First of all, the method is only valid for constant and affine disparities (no
perspective effects have been considered). Secondly, the curves have a difficult representation,
specially if more than two local descriptors are considered. Finally, a curve can cross itself,

clearly generating ambiguous situations.
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Here we develop a simple framework that overcomes the main restrictive geometric, pho-
tometric and algorithmic constraints, mentioned before. We propose to study other kind of
representations, based not only on local descriptors but also on global descriptors of the image,
that we call Intrinsic Images, that simplify the (dense) matching process and can be used to

generate new views from a stereo pair.

The main limitation with this approach is the assumption of the order constraint, which
can be violated in the presence of occlusions (although not always), thus leading to poor
results in those regions. Most of the matching methods rely explicitly on the order constraint
to retrieve the 3D structure of a scene [45, 12, 7]. Many others use order-like assumptions,
named in different ways such as the continuity of the disparity map [68] or the local coherency
of the correspondences [49]. A different constraint is considered by Kutulakos and Seitz [36],
where one explores the visibility constraint for an arbitrary set of calibrated cameras, and no
approximation was made. However this approach fails when outliers are introduced in the
observations since the reconstruction algorithm is greedy and is not able to deal with outlier

rejection under an optimization framework.

The work by Maciel and Costeira [40] provides a good insight into an optimization ap-
proach applied to the correspondence problem. They develop a set of generic tools based on
integer optimization in order to handle several constraints in a unique formulation, performing
correspondence and outlier rejection (or occlusion detection) in a single step. The problem

which remains to solve is to describe generic visual constraints in that optimization framework.

We propose a methodology for solving the point correspondence problem, relying exclu-
sively on physically valid constraints (i.e. no approximations), thus avoiding the use of the
order constraint. We explore and discuss generic geometric, uniqueness and visibility con-
straints for the stereo problem. For the example of a trinocular setup, we show how to
represent these constraints in such a way that it allows us to formulate the correspondence
problem as an integer optimization problem, where occlusions are naturally represented. By
resorting to optimization tools, the global solution is found without imposing any additional

hypotheses.
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Original Contributions

Throughout the thesis several methodologies are proposed in order to estimate 3-D structure.

We have selected the following contributions as the most relevant of this work:

e We introduce a search paradigm which is based on geometric properties of the normal
flow field, and consists in considering a family of search subspaces to estimate the ego-
motion parameters. In order to decrease the noise sensitivity of the estimation methods,
we define a particular topogical space — the L-space — to allow the use of global data

for the final estimates and the use of statistical tools, based on robust regression theory.

e We present a formal model for occlusions points and develop a method suitable for occlu-
sion detection. Through the classification and analysis of the detected occlusion points,

we show how to retrieve information from occlusions about the camera translation.

e We propose two approaches to generate a dense disparity map or synthesize different
views of the same scene, dealing with occlusions. First, we present a new image rep-
resentation called Intrinsic Images that can be used to solve the stereo correspondence
problem within a simple and compact framework. We extend this framework to deal

with occlusions through an optimization technique based on dynamic programming.

Secondly, we propose a methodology for solving optimally the correspondence problem
for more than two views, imposing physically meaningful constraints. We have studied
a paradigmatic example where the correspondence and occlusion detection is formulated

as an integer optimization problem.
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In this part, we address the problem of egomotion estimation for a monocular moving
observer. This is a real need for many robotic applications where an autonomous system
must be able to estimate and/or control its motion parameters before any higher level
tasks can be addressed (like a point to point moves or homing procedures). The problem
of egomotion estimation consists in determining the 3D motion parameters, by observing
an image sequence over time.

The method we follow consists in searching the image for particular geometric prop-
erties of the normal flow, tightly connected to the egomotion parameters. We split
both the solutions domain and the search domain in various families of lines, where the
normal vectors have particular geometric properties, associated to camera motion infor-
mation. The problem can be formulated on a unique topological space — the L-space
— that allows for numerous normal flows vectors to contribute for the problem solution,
hence improving robustness and reliability [57].

The salient aspects of the method proposed here, are the exclusive use of the spatio-
temporal image derivatives, the fact that it can cope with arbitrary linear and angular
observer motion and the effort that it is made on robust estimation in order to decrease
the noise sensitivity.

In image motion analysis, occlusions are always undesirable singularities that pose
difficult challenges to (optical or normal) flow computation. Assuming a moving monoc-
ular observer, we study the relation between the observable occlusions and the camera
motion. To approach this problem, we first develop a sufficient condition for the exis-
tence of an occlusion, and thereafter a direct relation between camera translation and
occlusion classification is provided.

At the end of both chapters, we report and discuss a wide variety of experiments

with synthetic and real images, for various kinds of camera motion.
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Chapter 1

Lines Topological Space for

Egomotion Estimation

1.1 Image Motion

This section reviews the main aspects related to the image motion and its dependency both
on the camera motion and scene structure. First of all, we introduce the main equations and
concepts to be used in the remaining part of this chapter.

We consider a camera-centered coordinate system, as depicted in Figure 1.1. A 3-D point,

Figure 1.1: Imaging geometry and motion representation.

R, is projected at the image point r. The image formation is modeled as a perspective

23
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projection, with focal length f.
Given the camera linear velocity ¢t = [U V W], angular velocity w = w1 wo w3]” and the
scene depth at each point, Z, the motion field induced in the image plane, can be calculated

at every pixel by the following well-known vector equation [27] :

v(z) = p(z)(z — ) + B(z)w (1.1)

T is the corresponding optical

where = [z y]7 denotes an image site, v(z) = [u(z) v(x)]
flow along the z and y axis, ¥ = [0 0|7 = [fU/W, fV/W]T is the the Focus of Expansion
(FOE) and corresponds to the projection of the observer linear velocity, t, in the image plane.
The function p(x) is the inverse of the time-to-crash, given by p(z,y) = W/Z(z,y), and the

rotation is multiplied by

B(z) = f (1.2)

1.1.1 Egomotion estimation from the optical flow field

As seen before, the motion field v is a linear function of w and bilinear in p and 3. With N

sample points we can solve the bilinear equation (1.1), using the following system of equations:

P1
U1 :nl—E 0 B]_
PN
N 0 .. zv-3X Bpn
——— L w ]

where v is a 2N vector containing the optical flow of NV points; p is a N + 3 vector containing
the 3 unknown rotational parameters and the N unknown time-to-crash values. Finally, A(X)
is a 2N-by-(N + 3) matrix which is completely computable if the FOE, 3, is known. In order
to solve the system of equations (1.3) for a fixed 3, the following condition must be verified:

2N > N+3 < N > 3. In general, however, 3 is unknown and the following cost function has
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to be minimized, jointly in ¥ and p':
min {mzn [ - A(z)p||2}} (1.4)
b)) p

The main difficulty is that equation (1.1) depends on the product of p(x) and ¥, and p(x) is
an unknown 2-D function, as it depends on the depth for every pixel. Several approaches can
be used to eliminate the dependency on p(x) (or equivalently the dependency on depth). Let
d(x,X) be an unit vector, perpendicular to the direction (x — X), i.e. d(z,X)-(x —X) =0
and ||d(x, X)|| = 1. Notice that d(x, X) is well determined if ¥ is known.

If we take the inner product of both sides of equation (1.1), the resulting equation is no

longer dependent on p(x) :
d(z, %) - v(z) = d(=, ) - [B(z)w] (1.5)

Hence, the components of the flow perpendicular to the lines going through the image pixel
x and the FOE, do not depend on the camera translation. At least three points are needed
to compute w for a fixed X. However, many more points are required to search the Focus of
Expansion which minimizes the variance of the rotation estimates.

This simple approach can be used for egomotion estimation [27], although the minimization
process, involving the FOE search in a given domain, may be excessively time consuming.
Other approaches dealing with the same problem of estimating egomotion from optical flow
have appeared in the literature [32, 8]. Omne of the most known methods is due to Bruss
and Horn [5], who presented a algorithm to the general motion which estimates translation
by minimizing an appropriate residual function using iterative numerical procedures. More
recently, Lourakis [38] presented an exact method to recover the FOE by solving a set of linear
constraints. All these methods assume the knowledge of the complete optical flow, which is
computed previously through complex algorithms imposing constraints on the structure of
the scene or image. In next section we present the well known aperture problem which is
the main reason why the optical flow computation is very difficult or even impossible in real

applications.

'We use the following notation: ming {E(0)} represents the minimum of the function F(0), where the index

0 is the value of 6 for which E(6) is minimal.
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1.1.2 The aperture problem constraint

Assuming that the scene is composed of textured objects and that the illumination conditions
vary slowly with time, one can introduce the familiar brightness-constancy hypothesis. This
hypothesis implies a single linear constraint on the two components of the flow, which is the
aperture problem [31]. In fact, we can only estimate the component of the optical flow, v,
along the vector m, an unitary vector parallel to the image gradient. The projection n - v
is commonly designated by the normal-flow, v,. Hence, each pixel provides 1 equation on
the unknown components of the flow, and the estimation problem stated in (1.3) cannot be
solved, since we only have N equations instead of 2IN. Now the issue consists in estimating
the camera motion uniquely from the flow information which is truly available: the normal
flow.

To solve this problem we can use the estimation approach based on the equation (1.5).
On one hand, only 1 equation per point is needed to complete the estimation process. On the
other hand, the required input data are the flow vectors projected along the d(x, X) directions.
If, for each ¥, instead of using the flow all over the image, we select only the image sites (%),
where the normal flow and d(x, X) are collinear, then the aperture problem is no longer a

limitation. The cost function can be defined as follows:

EGw) = Y [nn(@) - ni@)(B@w)]’, ) ={Vz:n()- (@ =) =0}
x € Q)
(1.6)

Figure 1.2a exemplifies a set €2(X) for a given X. It corresponds to the set of normal flow
vectors that are perpendicular to a line joining the image point and the FOE. The minimization

problem consists of searching the minimum of E (X, w) for a large array of possible ¥ values.

1.1.3 Defining a set of search subspaces

We have seen that for a set of pixels x € ©(X), the normal flow vectors that are perpendicular
to a line joining @ and the FOE, are solely dependent on the camera rotation. Therefore, these
vectors can be used to determine w, according to equation (1.1). If 3 is the correct location

of the FOE, then the residuals should be small.
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Figure 1.2: (a) Q(X) for a given FOE localization. (b) Example of a search subspace.

This principle can be used to search the FOE as illustrated in Figure 1.2b: For a given
location 31, we can define a subspace in the image (in this case, a curve), where the normal
flow vectors are perpendicular to the line going through the curve points and ;. We define
Q/(X1) as the subset of image sites where these vectors are located. Then we can estimate the
likelihood of 37 being the FOE and the search process can continue by using other locations
3; and other curves, defining the corresponding subsets £/(X;) (see Figure 1.2b)2. Hence,
we can define a generic framework, described by various possible search subspaces.

In previous work [54, 55, 56, 53], we have developed an estimation approach based on these
ideas, where a set of low complexity estimation algorithms are applied on several subspaces
with particular geometric properties. Rather than considering the whole set of image flow data,
we used only the images sites that convey relevant information about the observer motion.
Then we split the search domain in several geometric figures and estimated sets of motion
parameters for each one of them.

In this work, we extend this approach by formulating the estimation problem on a different
space — the lines topological space — that allows for numerous line subspaces to contribute
simultaneously for the estimation, improving robustness and reliability. This methodology al-

lows the use of nearly all available normal flow vectors and permits also a better comprehension

2Some subspaces are not conclusive about the exact location of a given X: this is the case of a straight line

containing 3. However, finding such line can be useful to reduce the search space of the subsequent algorithms.
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about the connection between the global normal flow field and the camera motion.

1.2 Definition of the Lines Topological Space

In this section, we propose to define the topological space — the L-space — where the ego-

motion estimation algorithm will be designed.

y

Figure 1.3: The flow vector vy lies on a line (the ¢-line), defined by a vector with an orientation

¢ and a length d.

Consider a generic image straight line — ¢-line — defined by a vector with orientation
¢ € |—m/2,7/2] and length d (Figure 1.3). These two parameters are sufficient to represent
all lines of the 2D-space. Suppose that there is a normal flow vector vg(x, y) located on that
line, being simultaneously perpendicular to it. An important property is that the normal flow
vector vy depends on the camera motion and ¢-line parameters, as follows:
vy = p(d — (o cosp+nsing)) + (%(wl COS ¢ + wo sin @) —i—wg) r+ (d;

rotational component

+f> (w1 sin ¢ — wo cos @),

translational component
(1.7)

where r = —zsin ¢ + y cos ¢, and vy = v(x) - (cos ¢, sin ¢)3.
Looking at the Equation (1.7), we notice that the rotational component of the normal flow

vectors vg is affine in 7 with the constant term defining a linear combination of wy and wo.

3Notice that vy = v, where v, defines the usual normal flow. The two values have opposite sign, whenever

the image gradient angle corresponds to the suplementar angle of ¢.
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Besides the translational component vanishes when the ¢-line goes through the FOE defined
by (o, ).

In [53], we presented egomotion estimators based on search subspaces, minimizing the
residual due to the translational component (usually non-linear). Using the same principle,
we propose now a more general and global method to detect the motion parameters.

As each normal flow vector defines a unique ¢-line, we work on the lines topological
space L = {d, ¢} spanning the universe of all possible ¢-lines. The L-space is bounded
and can be discretized according to the image grid. Similarly, each line {d, ¢} accumulates
contributions of a finite set of normal flow vectors vg. Additionally, each vector is linked to
a coordinate, r, measured along the associated ¢-line*. We propose an egomotion estimator

based on the L-space, thus allowing the use of nearly all the available image data.

1.3 Robust Estimation

We present a low complexity estimator based on the simple regression problem, by applying
sequentially bidimensional estimators, defined on the L-space.

Very often in computer vision there is the need to use estimation algorithms to recover
several parameters. Most researchers apply least square (LS) techniques over the residual of
some cost function. However, LS methods are optimal only when the observation error is
zero-mean with normal distribution. This is rarely the case in many problems, and a few data
outliers can ruin the quality of the estimates.

We will solve a simple regression problem on the normal flow observations vg collected
along a ¢-line {d;,¢;}. The flow on the ¢-line depends on the desired motion parameters,

according to the general equation (1.7) that can be written as follows:
Vg, = Qi7" + bij +e (1.8)

where a;; and b;; are the affine parameters of the rotational component of the vectors vy, ,

and e is an associated error (including the translational component and noise)®.

4The point r = 0 corresponds to the nearest line point to the origin of the image plane.
®Notice that e may have a non-zero mean and/or a non-gaussian distribution.
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The problem is to estimate both a;; and b;;. Various estimators have been proposed to
detect and remove outliers (see [48] for an extended introduction to robust estimation). We

adopted the Least Median of Squares (LMS) estimator®:

min med,, R? (1.9)
aijbij
where the residual R = vg,. — (a7 + b;;) and k indexes the observations in line {d;, ¢;}. In
this bidimensional regression problem, the LMS estimation can be solved by a non-iterative
algorithm, as presented in [48].

When determining an LMS estimate of a;; and Eij, the residuals, Ry, are compared to an
estimate, €;;, of the error scale. The value of ¢;; must depend only on the “good” data, and can
be computed robustly with the residuals Ry: €;; = \/medkRz. An observation is considered
an outlier if the corresponding residual, Ry, is larger than €;;. The value of ¢;; is related to
the robust standard deviation of the residuals, and is larger either when (i) the translational
component is dominant and strongly non-linear or (ii) the observations are corrupted by high
variance noise.

The translation influence on ¢;; vanishes when the ¢-line intersects the FOE, because the
non-linear behavior of translational component is minimized. In some cases, the translational
component may depend linearly in . Then, although ¢;; can be small, the estimates a;;, Bij
will depend on the translational motion”. This undesirable effect can be addressed later when
the rotation parameters are estimated.

The first step of the algorithm eliminates candidate ¢-lines with large €;;. We use a simple

criterium to select the set S of the valid ¢-lines:
S ={V{di,p;} 1€ <€}, € = med,;€;;.

To recover the motion parameters, we use uniquely the values l;ij of ¢-lines € S. According

SRemind that the simple regression is one of central problems in statistics, and, the comparison among

alternative approaches to solve it, is beyond the scope of this work.

e.g the estimated value Bij, rather than being a pure linear combination of two rotational parameters, will

be contaminated by structure and translation.
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to equation (1.7), we have

. d2.
bij = (% + f) (w1 sin ¢j; — wa cos ¢;5) + 05, (1.10)

where §;; is the robust mean of the error e of equation (1.8).

0-linesof S y A
b

(@ +1)

° ®,sin 4)].—0) cos ¢j

2

FOE 0 d

(a) (b)
Figure 1.4: (a) Family of ¢-lines included in S with the same orientation. (b) The correspond-

d2.
ing evolution of the b;; estimates, scaled by (% + f).

In Figure 1.4a, we consider a subset of S with the same orientation ¢ = 0. Due to the €*-
selection applied before, the resulting ¢-lines are concentrated in a neighborhood of the FOE.
Figure 1.4b illustrates the evolution of IA)ij for different d;; and fixed ¢;;. When the ¢-lines
are close to the FOE, d;; approaches zero; otherwise, d;; spreads around some non-zero value.
Figure 1.4b also shows that §;; has opposite signs on the left and on the right sides of the line
crossing the FOE. This particular result can be easily proved algebraically by using equation
(1.7) and is due to the known translational component behavior around the FOE, assuming
that depth is always positive. This property can be used to identify lines going through the
FOE, by a geometric search algorithm®. In this approach, we incorporate naturally these
features into our estimation approach, assuming that the scene is sufficiently rich in terms of

texture and depth variability.

8This geometric approach may be specially suitable when there are a few observations in the ¢-lines that

go through the FOE (or close), due to poorly textured images.
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Next, using the estimated information from ¢-lines € S, we minimize two separate cost

functions which depend on the translation and the rotation, as follows:

min med,cs(dij — (0 cos dij + 1sin ¢y;))? (1.11)
i
) 2, ?
min med,g <bij — (% + f) (w1 sin ¢; — wo cos ¢z‘j)> (1.12)
W W2

The first estimator determines the FOE, (¢,7), by robustly minimizing the translation
component of vg,. vectors (or, equivalently, 6;; term). The second estimator recovers the
rotation by using the estimates IBU

When estimating the motion parameters through equations (1.11, 1.12) we also compute
the corresponding residuals. By selecting the ¢-lines with smallest residuals both for the first
and the second estimators, we define a subset of S under the constraint that (i) the ¢-lines are
close to a good candidate of the FOE, and (ii) the corresponding normal flow vectors, Vg5
are linearly dependent on some rotation vector.

Let Rg;» and R} be the residuals computed with (,7) and (41, W2), respectively. Defining
el = ,/med¢eSR£2 and ¥ = med¢€sR§‘32 we have a new subset S’ given by:

: LANN A
S'=({Vp;; €S A + w <1 (1.13)

To improve the quality of (6,7,41,Ws2), we apply again the estimators (1.11) and (1.12)

to a selection of vectors, vg,;, lying on the ¢-lines € S’. The remaining parameter ws can be
easily computed if the other motion parameters are already known.

To conclude, the following special cases deserve additional attention:

Pure rotation: In this case, all normal flow vectors depend linearly on the rotation parame-
ters. Thus, the ¢-lines of S (after e*-selection) are widely spread (more or less uniformly).
Hence, estimating the FOE using estimator (1.11) leads to a large standard deviation
described by €!. To detect the pure-rotation case, one can establish two decision thresh-
olds for € and €. If €' value is above some threshold and € is below another one, then

we decide that the camera motion is a pure rotation.
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The FOE at the infinity: In the approach proposed before, the FOE location can lie out-
side the image domain. However, when the translation velocity is almost parallel to the
image plane, the FOE goes to infinity. In this case, one can determine the direction of
the vector (o,n) rather than the exact FOE location. According to the L-space, if the
FOE is at infinity, then the ¢-lines that intersect the FOE are parallel and the direction

¢ is orthogonal to (o, n).

Considering the FOE estimator provided by the Equation (1.11), define the regression
data matrix, D, as the collection of the vectors [cos ¢;; sin ¢;;], for all ¢-lines € S. If
the FOE is unbounded, then D is rank deficient, due to an existing dominant direction
on the ¢-lines. Therefore, before applying directly the estimator (1.11), we compute the
two singular values of D. If one of them is very small relative to the other, we consider
that the FOE is approximately at the infinity and its direction given by the dominant
singular vector. Remember that this result must be validated with a low variance of the

rotational estimator (1.12), in order to guarantee robustness.

1.4 Experiments

We have conducted a series of experiments of different difficulty, using real image data. Five
frames are used to compute the normal flow field. The L-space is a discrete domain, bounded
by the image dimensions, discretized every 0.2 radians along the ¢-axis and every 5 pixels
along the d-axis. We used the image top-left corner as the L-space origin, as it can be defined
arbitrarily on the image plane?.

In the figures below, we represent each ¢;;-line by a single point, (d;; cos ¢sj, di;sin ¢;).
This simple representation provides a clear illustration of the estimation process.

Sequence 1, pure translation: In this sequence, the camera undergoes a pure transla-
tional motion in a real cluttered scene. Figure 1.5 shows the two selection steps of ¢-lines. Since
we minimize the cost function in (1.11), the corresponding dots given by (d;; cos ¢;;, d;j; sin ¢;)

tend to a circular shape having the £-space origin and the FOE as diametrical opposite points.

9Notice that in the numerical computation of the rotational estimators we must take into account the actual

origin (the intersection of the optical axis in the image plane).
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Table 1.1 shows the rotation and translation estimates, in image coordinates. As expected,
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Figure 1.5: Sequence 1: Left - set S. Right - resulting set S’. The L-space origin is located

at the image top-left corner.

Motion

Estimates

True values

(wla (.U2)

(0.00092, 0.00051) rad/fr

(0.0, 0.0) rad/fr

(o, M)

(226.6, 80.5) pix

(245, 65) pix

Table 1.1: Estimation results associated to the first sequence.

the estimated rotation is small. The angular error between the real translation vector and its

estimate is also small (< 5 degrees).

Sequence 2, pure translation: This experiment uses the “coke”-sequence (Figure 1.6).

Few information is available about the camera calibration, like the focal length and the prin-

cipal point. An approximated location of the FOE was obtained visually for comparison

purposes. This trial shows that the algorithm can cope well with the case of pure translation.

Table 1.2 shows that the rotation estimates are very small and the estimated FOE is close

Motion

Estimates

Empirical values

(w1, ws) | (—0.00001, — 0.00007) rad/fr

(0.0, 0.0) rad/fr

(o, M)

(124.4, 160.0) pix

(130, 175) pix

Table 1.2: Estimation results associated to the second sequence.
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Figure 1.6: Sequence 2: Left - set S. Right - resulting set S’. The L-space origin is located

at the image top-left corner.

to the corresponding empirical value.

Sequence 3, rotation with translation: In this sequence, the camera undergoes a
translational motion and rotates around the Y axis, with wp = —0.005 rad/frame. The
rotational component of the normal flow field is dominant in relation to the translational one.
Therefore, the ¢-lines € S (Figure 1.7 on the left) are more spread than usual, and the rotation

parameters estimates are very accurate (Table 1.3). After completing the estimation process,
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Figure 1.7: Sequence 3: Left - set S. Right - resulting set S’. The L-space origin is located

at the image top-left corner.

the FOE estimate is close to the real value.

Sequence 4, FOE at the infinity: The last experiment with the “trees”-sequence,
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Motion Estimates Real values
(w1, w2) | (0.0000, —0.0051) rad/fr | (0.0, —0.005) rad/fr
(oy M) (140, 120) pix (146, 130) pix

Table 1.3: Estimation results associated to the third sequence.

consists on a pure translation parallel to the image plane. For this special case, the ¢-line dots
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Figure 1.8: Sequence 4: Left - set S. Right - resulting set S’. The L-space origin is located

at the image top-left corner.

(Figure 1.8) form a straight line (degenerate case) perpendicular to FOE direction. Therefore,
the Figure 1.8 shows that the FOE direction is close to the horizontal, as expected. The

estimated rotation values were negligible (=~ 107%).

1.5 Conclusion

We addressed the problem of egomotion estimation for a monocular observer with arbitrary
translation and rotation. Our approach is uniquely based on spatio-temporal image deriva-
tives. The egomotion process is based on the subdivision of the problem in various bidi-
mensional regression problems. An LMS estimator of low complexity is applied in order to
estimate the motion parameters and improve the estimation robustness.

Robustness is achieved in two ways. First, we use exclusively the normal flow field together

with robust statistics methods. Secondly, the problem is defined in a topological space — the
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L-space — such that the estimates are supported by a large set of image data, as opposed
to some previous approaches. However, there are points where it is difficult to compute the
normal flow, namely in depth discontinuities and occlusion points. Next chapter will address

this issue by incorporating the occlusion information in the estimation of the FOE location.
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Chapter 2

Dealing with Occlusions

2.1 A Definition for Occlusion Points

To perceive image motion, the human vision uses surface and edge representations and per-
forms derivatives on the images captured along time. However, a non-correspondence, such as
an occlusion, can play an important role in motion and depth interpretation. Anderson and
Nakayama [3] have shown that occlusion is one of the most powerful cues to perceive depth
and motion, and influence the earliest visual stages of stereo matching. Figure 2.1 illustrates
this idea with samples of a well-known image sequence, where the occlusions (together with

the image motion) give a clear perception of depth and camera motion.

Figure 2.1: Three sequential samples of the Flower Garden Sequence. The camera is going to

the right. Occlusions and image motion give both a depth and camera motion perception.

In this chapter, we propose to recover camera motion information based uniquely on occlu-
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sions, by observing two specially useful properties: occlusions are independent of the camera
rotation, and reveal direct information about the camera translation.

We assume a monocular observer, undergoing general rotational and translational motion
in a static environment. We present a formal model for occlusion points and develop a method
suitable for occlusion detection. Through the classification and analysis of the detected oc-
clusion points, we show how to retrieve information about the camera translation (FOE).

First of all, we need a formal definition of occlusion points and a methodology for detecting
occlusions in image sequences.

Geometrically, an occlusion is caused by an occluding surface moving in front of an occluded
surface. Additionally, if the observer is moving in a static environment, occlusions correspond
to discontinuities both in the perceived motion and depth. However, unless we impose prior
models to the image motion field, 3D structure or to global image features, we can only decide
about the existence of a local occlusion in two consecutive frames, if the photometric properties
change significantly in a local neighborhood. Thus, we can associate an occlusion point to
a photometric value that perceptually “appears” or “disappears” between two consecutive
frames, classified respectively as emergent or submergent occlusion point.

Hence, an occlusion has to be studied both as a geometric and photometric phenomenon.
We propose to define occlusion points through a sufficient condition based on a local photo-
metric dissimilarity over time, with precise geometric properties. This sufficient condition can
be characterized rigorously for the continuous case.

First of all, we denote the spatial and temporal coordinates of an image sequence (see
Figure 2.2(a)(b)) by « and ¢, represented by a vector k = (}), where x is the spatial coordinate
of an arbitrary scanline of the image. Additionally let us define the following auxiliary sets of

space-time coordinates, representing two halves of a circle in x-t-space:
Kt = {k:|kl|=1At>0}

K= = {k:|lk|=1At<0}

As we have already discussed, an occlusion point corresponds to photometric values that

appear and disappear between frames. Let f(k) denote such photometric measure of the image
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Occlusion Points (R)

(c) (d)
Figure 2.2: (a) Emergent Occlusion Point: Surface R appears between surfaces Y and B; (b)

Image motion over time ¢, for a horizontal line parameterized by z. (c¢) Example of a real
sequence with translation and rotation; (d) Image motion over time, for the horizontal scanline

selected in the left pictures.
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in k (for example the brightness value). Based on this notation, we present the following
sufficient condition for the existence of an occlusion.

The point ko = (z9, to) is an emergent occlusion if
Jkt e Kt :Vk™ € K, lim f(ko+~k™) # lim f(ko + k™). (2.1)
'y—>()7L ’y—>0+
Similarly, kg is a submergent occlusion point if
Jk~ e K :VkT e KT, lim f(ko+~vk") # lim f(ko+ k™). (2.2)
»y*)(]-‘r ~y—0+t

Figure 2.2(a) illustrates the meaning of the sufficient condition proposed here, with a
simple example of an emergent occlusion point. The surface R appears between surfaces Y
and B. Considering a given horizontal scanline, the surface R emerges at the point (xg, %), as
shown in Figure 2.2(b). According to the condition defined before, this point is an emergent
occlusion point, because there is a vector k™ (with positive t) associated to a region (R),
which photometric value does not exist on the half-plane ¢ < ¢y, in a neighborhood of the
point (xg,ty). Figure 2.2(c) shows an example of a real sequence, where the submergent and
emergent occlusion surfaces are visible on the temporal evolution of a given horizontal scanline
(Figure 2.2(d)).

This sufficient condition is useful as formal model for a generic occlusion definition. How-
ever, in order to guarantee its applicability in the discrete case, we have to define more carefully
the associated inequality relation. Consequently, we have developed a dissimilarity criterion
inspired on a function developed by Tomasi and Manduchi [62] that was originally designed
to smooth a single image, preserving the photometric discontinuities. We have changed this
function in order to measure the similarity between two consecutive frames.

Suppose that pixel z¢ in frame ty is characterized by a photometric value f(xg,tp). The
problem to solve is to verify the existence of a similar photometric value (preferably through
a perceptually meaningful way) within a given region in frame ¢;. We start by defining a

function S(xg,to, x1,t1) that compares the similarity of f(zo,to) to f(z1,t1):

G t) — f(w07t0)12>

S(xo,to, x1,t1) =€XP< 952
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2

where o¢ corresponds to the variance of the associated gaussian filter. Next, we apply this

similarity function to all pixels 7 in a neighborhood V' (zg) around pixel z¢ in frame ¢;:
> fl@ty) - S(@o, to, w1, 1)
1€V (20)

Z S(x(]vt()axlatl)
Z‘1€V(xo)

[ty (w0, t0) = (2.3)

When o — 0, this function yields (except for some pathological configurations) the photo-

a) f(z,to) b) f(x,t1)

5 60

55 60 5 10 15 20 25 0 3 40 45 50 S

c) [ (x,t0) — f (20| d) [ feo (@, 1) — f (2, 11|

5 40 45 50 55 60 s 10 15 20 25 0 35 40 45 50 55 60

X X
Figure 2.3: (a) Brightness function of a scanline in frame ¢g; (b) Brightness function of the

same scanline in frame t1, after applying a shift in z, adding some gaussian noise in the
brightness axis and introducing new brightness information (simulating an occlusion). (c-d)
Computation of || fy, (z,t0) — f(x,to)|| and || fi,(x,t1) — f(x,t1)]| for all x in frames ¢y and t;
respectively. We assumed that V(z) is the set of points within the interval [z — 20 x + 20]

and o = 1.

metric value f(z*,t1), 2* € V(xp), that is closest to f(xo,tp). There exists dissimilarity (and
therefore (zg, to) is an occlusion point), if || f¢, (xo,t0) — f(xo,to)|| is above a certain acceptable
threshold 7. This threshold and the variance o2, defined in function S, depend on perceptual

criteria based on the photometric range of the images.
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Figure 2.3 illustrates the performance of this dissimilarity criterion in detecting the pres-
ence of an occlusion between two simple functions (Figures 2.3a-b) which differ additionally
by a translation. By subtracting directly both functions, we cannot detect easily the occlu-
sion, because the difference is affected indistinctly by both occlusions and translation. On the
contrary, by using the proposed approach, we can detect exactly the dissimilar region which
corresponds to the occlusion region. Hence, || fi, (z,t0) — f(z,t0)| (Figure 2.3c) is almost zero
for all , meaning that all photometric information in frame ty is present in frame ¢;. On
the other hand, the computation of || f;,(z,t1) — f(x,t1)|| (Figure 2.3d) shows that there is
a region in frame t; which is dissimilar from the information present in frame tg, revealing
then an occlusion region. Furthermore, if the frame ¢; appears temporally after the frame ¢
(t1 > to) then we can conclude that the detected occlusion is emergent, otherwise (1 < o)
the occlusion is submergent. Notice that the occlusion detection only becomes effective if an

adequate threshold is applied (in the example, T'= 1 is an acceptable value).

2.2 Egomotion Perception from Occlusions

In the previous section we have proposed a formal definition of emergent and submergent
occlusion points, together with a photometric criterion for their detection.

In this section we analyze how these occlusion points can be used to retrieve information
regarding the observer’s 3D motion (egomotion). We consider a monocular observer under
a perspective camera model, moving with arbitrary translation and rotation, in a scene with
static objects.

Associated to the egomotion estimation problem, one observes one of most important

properties of the occlusions:

Property 1 — The camera rotation does not produce occlusion points. Consequently, the

occlusion points are uniquely due to the camera translation.

Property 1 states a well known fact. Only the translational part of the image motion depends
on the scene depth. As occlusions are produced by depth discontinuities, only the translational

component of the camera motion will give rise to occlusion effects.
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Notice that one of the most important difficulties when estimating the camera motion
using optic flow consists in decoupling the effects of translation from those of rotation [56].
This problem is not verified in the occlusions.

The translation of an observer is usually identified by the projection of the linear velocity
on the image plane, the Focus of Expansion (FOE). In order to explore the relation between
the FOE and the behavior of the occlusions, let us consider a single scanline camera to simplify
the problem.

Assume that x parameterizes the scanline defined before and v(x) describes the image
velocity along that line. The flow v(x) can be represented as a function of the camera motion

parameters [30], as follows:

v(z) = %@: — 2rop) +(x), (2.4)

where 7(z) is the motion component due to the camera rotation, xpog is the FOE projection
on the scanline considered, W is the camera velocity component along the optical axis (let us
assume that it is positive), and finally Z(x) is the depth of the corresponding 3D point.
Assuming that z( is an occlusion point, one observes a discontinuity in v(zp) and a discon-
tinuity in Z(z) — this means v(zy ) # v(zd) and Z(xy ) # Z(z) respectively. However these

discontinuities have a different physical meaning as described by the following two properties:

Property 2 : Emergent/Submergent Occlusion
When x is an emergent occlusion point, v(zg ) < v(z{); when g is a submergent occlusion

point, v(xg) > v(xg).

Property 3 : Left/Right Occlusion
If Z(zg) > Z(xd) then the occluding surface is on the right' of the occluded surface
(because the occluding surface is naturally nearer than the occluded one). If Z(zy) < Z(xg),

then the occluding surface is on the left of the occluded surface.

Figure 2.4 illustrates these properties with a simple example, where the occluding surface
is on the left of the occluded surface (Z(zy) < Z(z)), and zg is an emergent occlusion point

(v(wg) < v(@]))-

Lstipulating xa' on the right of z, .
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In summary, when an occlusion is observed, it can be classified within four classes which
consist of the combination of getting a right or left occluding surface and an emergent or

submergent occlusion point.

Occluding Surface

(b)

Figure 2.4: Example of an occlusion situation: (a) z¢ is an emergent occlusion point; (b) the

projected occluding surface is on the left of zg.

In the following property we show the direct relation between the camera translation

(measured on the scaline by zrog) and the occlusion classification presented before.

Property 4 : Fundamental Relation between Camera Translation and Occlusions

e An occlusion point xq is on the right of xrog if either (1) xo is emergent and the occluding
surface is on the left side, or (2) xy is submergent and the occluding surface is on the

right side.

e The occlusion point xq is on the left of xrog if either (1) xo is emergent and the occluding
surface is on the right side, or (2) xq is submergent and the occluding surface is on the

left side.

Proof: To prove the property described above, let define a notation for the classification

of occlusion points, based on functions £(zg) and £(x¢) described as follows:

e L(xzg) = 1 or L(xp) = —1 if the occlusion point zy has respectively a left or a right

occluding surface;
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e E(xg) = 1 or E(xg) = —1 if xg is respectively an emergent or a submergent occlusion

point;
o L(xzg) and E(xp) are zero if x( is not an occlusion point.

By using Properties (2, 3) and Equation (2.4), then we can determine whether the FOE (zrog)

is located to the left or right of the occlusion point zg:

L(zg) - E(xo) =1=

= (v(zg) —v(@)) (Z(zg) ' = Z(xf) ') <0 =

= 29 < ZFOE

L(w) - E(zo) = —1 =
= (vla5) = (@) (Z60) ™ = 267 > 0=
= X0 > TFOE

QED

This result shows that classifying the occlusion point x corresponds to detecting its loca-
tion relatively to a projection of the FOE.

Moreover the occlusions are not affected by the camera rotation as described by Property
1. This is a huge advantage when compared to other approaches that use the optic flow
to estimate the egomotion, where decoupling the rotation and translation components is a
difficult problem.

However it remains the question about the algorithmic procedure to classify the occlusion
point. In fact, the occlusion classification could be performed by the optic flow and depth
description in a certain neighborhood. Assuming that both the optic flow and depth are
unknown (and hardly computable), we propose to use exclusively the dissimilarity function
developed before.

First of all, remind that the previous section describes a method to classify an occlusion as
emergent or submergent. This alleviates the need to explicitly determine the local optic flow
v(xg) and v(zg). Secondly, to determine whether we have a left or right occluding surface,

we monitor the temporal photometric changes at the left and right side of the occlusion point.



48 CHAPTER 2. DEALING WITH OCCLUSIONS

The obvious advantage is that we no longer need to know Z(x;) or Z(x{) to reason about
the nature of the occlusion.

The method we use seeks the image contour closest to the occlusion point, that preserves
both photometric and geometric properties over time, thus belonging to the occluding surface.
An alternative equivalent procedure consists of studying the evolution of points which do
not preserve their photometric properties over time, thus belonging to the occluded surface.
Notice that the complete occlusion classification can rely uniquely on the dissimilarity criterion
presented before.

In order to detect automatically the location of the FOE projection along a unique scanline,
we designed a function that integrates, along x (that parameterizes the scanline), the value
of the dissimilarity relations from (2.3) taking into account £(x) - £(x). This function can be

described for the discrete case as follows:

F(.%',t) = Z%‘:foo [:(C)g(C)d(C?t)

d(¢,t) = |fera(6,8) = F(GOI + [[fi-1(C 1) = F(C D))

where t — 1 and ¢ + 1 correspond to the previous and the next frames.

This function decreases if « is on the right of the point where the FOE is projected on the
scanline, and increases if z is on the left of the FOE projection. Thus the FOE projection is
located at the absolute maximum of F'(x,t). By integrating the information over the image,

the method becomes more robust to eventual false occlusion detections.

2.3 Experiments

In this Section, we apply the occlusion detection and classification process to four image
sequences. The first sequence (the Lock Sequence, Figure 2.5(a)) shows the performance of
the dissimilarity function in order to find the occlusion points. The Focus of Expansion is
roughly at the center of the image and emergent occlusions are found on the boundaries of the
lock hole, as expected. Considering an arbitrary line along the image, the relation between the
occlusions and the FOE location can be observed: first the occlusions are emergent, second the

occluded points are inside the lock hole (or the occluding surface is outside), thus completing
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Figure 2.5: (a) On the top, three sequential samples of the Lock Sequence and, on the bottom,

associated emergent occlusion points (white squares). (b) Last frame of the Lock Sequence
with previously detected emergent occlusion points superimposed on the image (more recent
ones represented by larger squares). The ellipse in the figure illustrates qualitatively the
expected region for the FOE location. (c) Samples of the Penguin Sequence, with associated
emergent occlusion points. Each occlusion point found indicates the same FOE direction
(arrow direction) given by its classification. (d) Same images with submergent occlusion

points.
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the occlusion classification and indicating that the FOE is somewhere in a restricted area at
the center of the image (Figure 2.5(b)).

The second sequence (the Penguin Sequence, Figure 2.5(c)) was performed with static
objects and a leftward moving camera with relevant rotation. In this experiment we show how
the occlusion points are immune to rotational contamination of the image motion. In Figure
2.5(c) we present three samples of the sequence where the emergent occlusions appear mainly
on the left side of the penguin whereas the submergent occlusions disappear on the right side
(Figure 2.5(d)). This classification indicates that the FOE is on left of each occlusion point
detected.

The third sequence (Figure 2.6-left) was performed with a static camera with the penguin
moving to the right. In this experiment we see that occlusions can be used for the segmentation
of a moving object. The function F(x, t) was computed integrating the information included
in the set of all horizontal scanlines (summing the contributions of all F'(x, t) over the vertical
coordinate). Notice both the occlusion boundaries of the penguin and its velocity direction,
given by the decreasing behavior of the function.

The last sequence (the Tree Sequence, Figure 2.6-right) consists in a leftward moving
camera, with a large number of occlusions. Since the FOE is on the left of the image (at
infinity), the function F' has a decreasing behavior.

The photometric parameter used here was the brightness value, in a range of 0-255. In all
experiments, we applied the same dissimilarity function with ¢ = 5 and the occlusion detection
threshold T' = 5. These values were chosen empirically according to the global distribution
of the brightness along the sequences. In future, we plan to define automatically o and T by

using local properties of the image.

2.4 Conclusion

In this chapter we have studied the importance of the occlusions for motion detection. Based
on a theoretical framework for the definition of occlusions in the continuous case, we developed
a dissimilarity function for the discrete case, using local photometric and geometric properties

of the image. Assuming a moving monocular camera, we show that the occlusion classification
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Figure 2.6: Left: Three sequential samples of the Penguin Sequence — on the bottom the
function F'(x,y) along x (notice that the decreasing steps correspond to penguin occlusion
boundaries). Right: Three sequential samples of the Tree Sequence. As expected, the function

F(z,y) (bottom) has a decreasing behavior whith a maximum at the beginning of the = axis.
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is equivalent to the detection of a translational direction. Thus, we design a method to recover

egomotion information, according to the following observations:
e Occlusions are extremely important cues for the egomotion perception.

With a moving camera, only translation produces occlusion points. Therefore, the rota-

tion does not influence the translational estimation.

To detect the camera translation, no special models for motion or structure are needed.

The camera translation can be detected even if its projection is outside the image field.

e The occlusion classification can be performed by using uniquely dissimilarity criteria

(more robust than similarity criteria).

A number of experiments with real images have been performed, for various kinds of motion,

that illustrate the capabilities of our approach.



Summary

We addressed the problem of egomotion estimation for a monocular observer moving under
arbitrary translation and rotation, in an unknown environment. First, we propose an ego-
motion estimation method uniquely based on the spatio-temporal image derivatives, or the
normal flow. Thus, we avoid computing the complete optical flow field, which is an ill-posed
problem due to the aperture problem. We present an estimation paradigm which is based on
geometric properties of the normal flow field, and consists in considering a family of search
subspaces to estimate the egomotion parameters. In order to decrease the noise sensitivity,
we define a particular topogical space — the L-space — to allow the use of global data for
the final estimates and the use of statistical tools, based on robust regression theory. Next we
presented a formal model for occlusions points and develop a method suitable for occlusion
detection. Through the classification and analysis of the detected occlusion points, we show
how to retrieve information from occlusions about the camera translation.

We present and discuss a wide variety of experiments with synthetic and real images, for
the various presented approaches.

Future research will address the following aspects: (a) development of more sophisticated
regression algorithms to increase the egomotion estimation robustness and performance; (b)
by considering an active observer, one can use further constraints in the egomotion estimation
process, and the estimator proposed can be used in a closed loop navigation system; (c) study
of pathological or degenerate cases [29] and the case of existing deficient variety of gradients
and depth; and, finally, (d) integrate the estimation part based on occlusions with the general
approach based on normal flow.

From this point on, we assume that the camera motion was estimated or, more generically,
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the various camera views became weakly calibrated. Then one remains to estimate the dense
3-D information about the viewed scene. In fact, based on the flow observations it might be
possible to generate the depth information, however this differential approach leads usually to
meaningless local estimates because it is strongly affected by any local brightness noise. To
cope with this inherent ill-posedness, the disparity measurements must be greatly improved,
or, in other words, the dense correspondence problem must be explored.

Assuming calibrated cameras, the correspondence process is partially facilitated but still a
very difficult problem. Next part will be completely dedicated to the dense matching for two
or more cameras, where relevant questions about image representation, global optimization

and the treatment of occluded points will be addressed.



Part 11

Depth Reconstruction
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Finding correspondences is one of central problems in stereo and motion analysis.
To perceive depth, the human binocular vision performs dense matching between two
or more images, captured over time. Besides, occlusions play a key role in motion and

depth interpretation.

In this part of the thesis, we propose two approaches to generate dense disparity
maps and new views of the same scene. The key aspect of these approaches consists in
finding suitable representations to describe either the image data or visual constraints
in a given optimization framework. Finding such adequate representations is a major

contribution for solving difficult problems in stereo.

In the first chapter, we propose a new image representation called Intrinsic Images
that can be used to solve correspondence problems within a natural and intuitive frame-
work [59]. Intrinsic images combine photometric and geometric descriptors of a stereo
image pair. The photometric descriptors are invariant to perspective image distortions,
while the geometric descriptors can be used directly to compute disparities in a dense
manner. The method is extended to cope with brightness changes and occlusions. It
provides a coherent interpretation of occluded regions, based on data available from
one image only. This new representation greatly simplifies the computation of dense

disparity maps and the synthesis of novel views of a given scene.

The main limitation with this approach is the assumption of the order constraint,
which can be violated in the presence of occlusions (although not always), thus leading
to poor results in those regions. In those cases, only the use of more images can help

generating a correct interpretation of the visual scene.

In the second chapter, we propose a methodology for solving the point correspon-
dence problem for more than two views. We rely exclusively on physically valid con-
straints (i.e. no approximations), thus avoiding the use of the order constraint. First we
explore and discuss geometric, uniqueness and visibility constraints for the stereo prob-
lem. For the example of a trinocular setup, we show how to represent these constraints

in such a way that it allows us to formulate the correspondence problem as an integer
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optimization problem, where occlusions are naturally represented. Extensive results are

presented and discussed.



Chapter 3

Intrinsic Images for Stereo

Matching

3.1 Stereo Matching

3.1.1 Motivation

One of the challenges for solving the correspondence problem is that of finding an image
representation that facilitates (or even trivializes) the matching procedure. As an example,
consider two corresponding epipolar lines of the stereo image pair shown in Figure 3.1. The
simplest function we can analyse is the brightness function f(y) and g(x) defined along each
(left or right) epipolar line — Figure 3.1a. This figure shows the difficulty of the matching
process since the gray level functions along both epipolar lines are geometrically deformed by
the 3D structure. However, we can obtain other representations for the information included

along a scanline, as follows:

1. A commonly used representation, mainly in optical flow computation [56], consists in
the spatial derivatives of the brightness (Figure 3.1b). As discussed in the previous part
of this discussion, in some situations this matching process is not trivial, (1) first due to
the aperture problem, (2) because it not computable in non-textured areas, and (3) it

fails when a wide baseline stereo system is considered.
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2. To search for correspondences, one could use the plot of Figure 3.1a and determine the
points with equal brightness value. However, this would only work when the brightness
is kept exactly constant and would lead to many ambiguities, as illustrated in the figure

for the gray value 240.

3. Other possible representation consists in plotting the brightness versus its derivative
[61] as shown in Figure 3.1c. In this case, the image points with the same brightness
and derivatives have approximately the same coordinates, indicating a correspondence.
Again, there are some ambiguous situations (shown in the figure) and the points are
coincident only if the disparity is constant (no perspective effects) along these image

lines.

eeeeeeee

Figure 3.1: Photometric and geometric relations of the brightness values along a scanline
captured by a stereo pair. a) Brightness values versus pixel positions; b) Derivatives of the

brightness versus pixel positions; ¢) Derivatives versus brightness values.

These representations can be generalized considering other local descriptors (other than
brightness, position and spatial gradient) computed along two or more corresponding scan-

lines. Tomasi and Manduchi [61] have proposed to represent a set of local descriptor vectors
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(brightness, derivative, second derivative, etc) through a curve in a n-dimensional space, where
the curve represented in Figure 3.1c is a simple example. Ideally two curves computed along
two corresponding scanlines can be mapped (or even coincide).

However, approaches based on curves of local descriptors vectors have obvious limitations
related to rigid geometric distortion assumptions, solution ambiguity and /or high-dimensionality
search algorithms. First of all, the method is only valid for constant and affine disparities (no
perspective effects have been considered). Secondly, the curves have a difficult representation,
specially if more than two local descriptors are considered. Finally, a curve can cross itself,
clearly generating ambiguous situations.

Here we develop a simple framework that overcomes the restrictive geometric, photometric
and algorithmic constraints, mentioned before. We propose to study other kind of representa-
tions, based not only on local descriptors but also on global descriptors of the image, that we
call Intrinsic Images, that simplify the (dense) matching process and can be used to generate

new views from a stereo pair.

3.1.2 Assumptions

Our main goal consists of finding a representation with the following fundamental features:
1. The new representation can be represented through a simple image.
2. It must encode both the photometric and geometric structure of the original image.
3. The original images can be recovered again from this representation.
4. The disparity can be computed easily.
5. It can handle occlusion points.

To achieve that, we propose to use both local and global descriptors of the image in a new
representation, so-called an Intrinsic Image. By using this representation, the computation
of correspondences and disparity fields can be done in a straightforward manner, and all the

requirements considered above are fulfilled.
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However, some assumptions have to be made. Thus, our initial effort consists of defining
three general and acceptable assumptions in order to produce a correspondence framework

which can be considered sufficiently reliable.

e Calibration The stereo system is weakly calibrated, which means that corresponding

epipolar lines are known.

e Photometric Distortion Given two corresponding points zo and yg, the respective
photometric values are related by a generic non-linear function f(yo) = ¥(g(zop)), where
f(yo) and g(zp) represent a given photometric measure (e.g. the brightness value). We
study the cases where the photometric distortion function, ¥(g), is the identity (constant

brightness) or affine (with contrast and mean brightness differences).

e Geometric (perspective) Distortion Two corresponding profiles are related by a
disparity mapping function defined by x = ®(y), between the two images. We assume

that ®(y) is a monotonic strictly increasing and differentiable function.

In summary, we propose to study the intensity-based matching problem of two corre-
sponding epipolar lines, where the matched brightness points are ruled by a generic model for

geometric (perspective) distortion.

Additionally, there is a set of issues that we have to remark. First of all, the disparity
mapping function ®(y) includes important perspective and structure distortions of the scene.
However the related assumptions made before are uniquely piecewise valid, considering that
there are discontinuities and occlusion points on the images. Secondly, occlusion points have
to be included coherently in our framework, by observing their position relatively to the
corresponding points. However, unless prior knowledge exists, no depth information of an
occlusion point can be recovered from two images. Finally, imposing ®(y) to be strictly
increasing, represents an order criteria, excluding order exchanges between two corresponding
points. In fact an order exchange implies that an occlusion will occur between the two views.

Thus, we consider those points as occlusions.



3.2. DEFINITION OF INTRINSIC IMAGES 63

3.2 Definition of Intrinsic Images

The simplest kind of matching is that of two corresponding epipolar lines derived from two
views of the same scene without occlusions. To simplify the general framework, we assume
that there are no intensity changes due to viewing direction and that the disparity mapping

function, ®(y), defined as:
d®(y)
dy

z = ®(y), >0 (3.1)

verifies the order constraint and represents the unknown deformation at y to produce the
corresponding point x. Assuming the brightness constancy hypothesis, the following nonlinear

model can be expressed as

fy) = g(z) = g(2(v)) (3.2)

In order to develop a simple and dense matching framework, we propose alternative rep-
resentations, based not only on local descriptors but also on global image descriptors.

The simplest example of a global descriptor of a scanline is the integral of brightness. One
could associate each scanline pixel, z, to the sum of all brightness values between z = 0 and
x. However, this integral would be different for two corresponding points in the two images,
due to geometric (perspective) distortion.

In the remaining of this section, we will derive a new representation, based on a different
global image descriptor. Using two horizontal scanlines of the perspective projection of the
synthetic scene illustrated in Figure 3.1, we show that it can deal with perspective distortion
between the two images.

Let f and g be the intensity values along corresponding epipolar lines. We now assume
that both functions are differentiable, obtaining the following expression from the equation

(3.2):

df(y) _ d®(y) dg(=)
= (3.3)

dy dy dr  |,—a(y)

In the absence of occlusions, we can further assume that all brightness information is preserved

between two corresponding segments |y; y2| and |z; z2[ contained respectively in left and right

images. Then, by assuming that d®(y)/dy > 0 (order constraint), one proves analytically that
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the following equality holds:

dg(z)

Y2 | d Y2 do d T2
Y1 dy Y1 dy dx z=®(y) z1 dx
Now, let us define two functions « and :
vi|df (y)’ /:” dg(x)
;) = d ) = d 3.5
o) = || %5 B = [ |0 e (35)

where x; > x1, y; > y1 and z1, y; are corresponding points. Equation (3.4) shows that when
y; and z; are corresponding points, then a(y;) = ((z;). This means that, associating each
scanline pixel, x, to the sum of the absolute value of the derivatives between x = 0 and x, we
obtain the same values for corresponding points, independently of arbitrary image distortion,
such as perspective effects.

In the following sections we will use these functions to build photometric and geometric
image descriptors of a stereo pair. Such combined representation, called an Intrinsic image,

will later be used for disparity estimation and synthesis of new views.

3.2.1 Photometric Descriptors

Using the stereo pair represented in Figure 3.1 as example, we can compute the functions

m; = a(y) and m, = ((z). We have shown in the previous section that m; = m,, for two
250F z 4
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Figure 3.2: Values from functions m = a(y), m = B(x) versus the image intensities.

corresponding points. Going a step further, Figure 3.2 shows the values of these functions,

m; = a(y), m, = [(x), versus the image intensity values, computed for the stereo images
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considered in the example. Not only the points are coincident, but also they can be represented
through an image (putting together the various epipolar lines). One observes then a set of

useful properties:
a) « and (8 are both monotonic increasing functions.
b) If z;, y; are corresponding points, then a(y;) = B(x;), according to equations (3.4,3.5).

¢) If a(yi) = B(xi), then f(y;) = g(w:).

d) Let m; = a(y). Every value of m; > 0 corresponds to one and only one brightness value
f(y), meaning that the function f(m;) can be defined and represents a photometric

descriptor. The same is applicable to g(z).

These photometric descriptors, built from the stereo images, code photometric information
available in the two images of the stereo pair, irrespective to perspective distortions. Hence in
the absence of occlusions and under brightness constancy they are equal for the two images.
Later, in Section 3.3, we will show how to use this property for occlusion detection.

When building a photometric descriptor for the image pair, we have lost information
about the spatial domain that could lead to the computation of disparity. This aspect will be

addressed in the following subsection.

3.2.2 Geometric Descriptors

We have seen a representation that codes all the photometric information of the stereo image
pair, f(m) and g(m), and we now need to retrieve the geometrical information that is related
to disparity.

Let us define the generalized functions y'(m) = dy/dm and 2/(m) = dx/dm. These func-
tions, #’(m) and y'(m), are computed from images and take into account the local geometric
evolution of the brightness along the scanlines.

Hence, we can form an image 2'(m) and y'(m) by putting together various epipolar lines
of an image. These descriptors convey all the necessary geometric (disparity) information

available in the image pair. Each disparity, d(x;), and pixel value, x;, can be recovered for
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each value of m;, as follows:

(i) = ([ amydm, [/ m) — o)y ) (3.6)

We can generalize the definitions above for images with brightness discontinuities. In
order to guarantee the validity of same theory, we define df (y)/dy as a generalized function,
admitting Dirac deltas in some points (at the brightness discontinuities). Thus, « is also
discontinuous, f(m) is uniquely defined for a restricted domain, and z’'(m) is zero in non-
imaging areas (it means, values of m not represented by a brightness value).

The geometric descriptors, together with the photometric descriptors form complete In-

trinsic Images that contain both photometric and geometric information of the stereo pair.

3.2.3 General Properties of the Intrinsic Images

In this section we will define formally the Intrinsic Images obtained from the photometric and
geometric descriptors presented in the previous sections, and introduce some of the interesting
applications of this representation.

Let k index corresponding epipolar lines of an stereo image pair. Then, the Intrinsic

Images, X(m, k) and Y(m, k) are defined as:
y(m7 k) = (f(m7 k)? y/(mv k)) X(m7 k) = (g(m7k)7 a:'(m, k)) (3'7)

where m is computed by equation (3.5) and (m, k) are the coordinates of the intrinsic images.
It is possible to reconstruct completely the original left and right images based on Y(m, k),
X (m, k), respectively. Figure 3.3 shows the photometric and geometric components of the
Intrinsic Images, computed for the stereo image pair shown in Figure 3.1.

Given the properties described before, we state the following observation for Intrinsic

Images, under the brightness constancy assumption and in the absence of occlusions:

Observation 1 — Intrinsic Images Property
If f(y, k) = g(®(y), k) and d®(y)/dy > 0 for all (y, k), then f(m,k) = g(m,k) and the
relation between x'(m, k) and y'(m, k) gives the geometric deformation between corresponding

points.
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Figure 3.3: Intrinsic images. Top: photometric descriptors. Bottom: geometric descriptors.

From this observation we derive an interesting property, that will allow us to generate

novel views of the observed scene, including all perspective effects.

Observation 2 — Synthesis of new Images
Assume that both cameras are parallel, related by a pure horizontal translation T, with intrinsic
images Y = (f(m,k), y'(m,k)) and X = (f(m,k), 2’'(m,k)). Then, views at intermediate

positions jT (where 0 < j < 1) have the following intrinsic images, Z;:
Zj(m, k) = (f(m,k), ja'(m, k) + (1 - j)y'(m,k)) (3.8)

Proof: Suppose that the disparity between two corresponding points x; and y of two generic
parallel cameras is given by the well known expression z; = y + j1'/Z, where Z denotes the
depth of the object relatively to the cameras and j7 represents the translation between them.

Derivating both terms of the equality in relation to m, we obtain

/ _dz!
j(m) =3/ (m) + T

(3.9)
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Finally, by performing a weighted average between the left and the right cameras (j = 0 and

j = 1 respectively), we obtain the same expression for z;(m):

-1
2 (m) = ja(m) + (1~ )y (m) = o' (m) + T

(3.10)
QED

This result provides a means of generating intermediate unobserved views simply by av-
eraging the geometric component of the original Intrinsic Images. It accounts for perspective
effects without an explicit computation of disparity.

We have described the essential framework for our matching approach assuming brightness
constancy and in the absence of occlusions. We have defined Intrinsic Images and shown how
to use these images to compute disparity in a direct way. Next, we will introduce occlusion
information. At the end of the chapter, we will discuss some issues about the relaxation of

the brightness constancy constraint.

3.3 Dealing with Occlusions

Many algorithms have been designed to handle occlusions for multiple image motion or dis-
parity estimation [68, 45, 66, 9]. Here, we focus on introducing occlusions in Intrinsic Images,
ensuring that there is no exceptional treatment based on heuristic criteria or adhoc thresholds.

An occlusion occurs when a surface is in front of an occluded region, which can be seen by
only one camera. However, unless we impose prior models to image disparities, 3D structure or
to global image features, we can detect the existence of a local occlusion based on photometric
information. We will show how to include occlusion information in Intrinsic Images, based on
the theory developed in the last section.

First of all, even in the presence of occlusion points, an intrinsic image can be defined
as before. However, the Intrinsic Images Property stated in Observation 1, is not verified
because its sufficient condition is not verified. In fact, the condition f(y, k) = g(®(y), k) is
only piecewise valid (along corresponding profiles), but it is not valid in general, namely in

occlusion points.
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It is worth noticing important differences between the usual cartesian images and the as-
sociated photometric descriptor of the intrinsic images, in a stereo pair. While the intrinsic
images will only differ in the presence of occlusions, cartesian images differ both by perspec-
tive effects and occlusions. This means that, in order to detect occlusions or, equivalently,
photometric dissimilarities, we can rely on the photometric descriptors of the intrinsic images,
where the geometric distortions have been removed.

Therefore, we propose to define global image descriptors similar to those discussed previ-
ously. Consider

Yi

%’dy mr=5($i):/:i

1

dg(x)
dx

my = o(y;) = /

1

da (3.11)

computed on corresponding epipolar lines of the left and right cameras, where x1 and y; are
the respective initial (and not necessarily corresponding) points.

In the previous section, we have shown that in the absence of occlusions, m; = m,. for cor-
responding points, greatly simplifying the matching procedure. In the presence of occlusions,
the matching is not that trivial, but m; and m, can still be related by a simple function. Let

m; and m, be parameterized by t as follows:
my = r(t) my, = s(t) (3.12)
The curve produced by these functions can yield uniquely three forms:

1. Horizontal inclination (dr(t)/dt = 1; ds(t)/dt = 0): there exists a region in the left

camera, that is occluded in the right camera.

2. Vertical inclination (dr(t)/dt = 0; ds(t)/dt = 1): there exists a region in the right

camera, that is occluded in the left camera.
3. Unitary inclination (dr(t)/dt = 1; ds(t)/dt = 1): both profiles match (no occlusions).

Figure 3.4 shows examples of two (m;, m,) matching scenarios with and without occlusions.
Hence, the problem to solve is that of determining the mapping curve from m; to m,.,
which can be done through several approaches. Fortunately, there is a low cost algorithm that

solves it optimally, in the discrete domain.
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" m b =’ m
Figure 3.4: Matching scenarios without (left) and with occlusions (right).

Assume that we have two sequences F' = {f(myy), f(mz),..., f(mi,)} and G = {g(m1),
g(mr2), ..., g(myq)} given by the photometric information along corresponding epipolar lines of
the left and right intrinsic images. The corresponding points constitute a common subsequence
of both F and GG. Moreover, finding the set of all corresponding points corresponds to finding
the maximum-length common subsequence of F' and G. This problem consists in the well
known longest-common-subsequence (LCS) problem [6], which can be solved efficiently using
dynamic programming.

Notice that an LCS solution for our problem implies two things: (1) the corresponding
points obey to the order constraint; (2) an order exchange represents existence of occlusions.
These two implications can produce some ambiguity situations. However, such cases corre-
spond mostly to perceptual ambiguities only solved with prior knowledge about the scene.

After finding an LCS solution, or, equivalently, the curve that matches m; and m,., we can
change the definition of the Intrinsic Images in order to maintain the theory described in last

section.

Observation 3 — Intrinsic Images Property with occlusions
Given two stereo images, if f(y, k) = g(®(y), k) and d®(y)/dy > 0 for almost all (y, k) (except
for occlusions points), then it is possible to determine a pair of intrinsic images :)7(15, k) and

X(t, k).

y(t7 k) = (f(tv k)v gl(tv k)) /?(7; k) = (g(tv k)v .f'/(t, k)) (3'13)
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where f(t, k) = g(t, k) and the relation between ¥'(t,k) and §'(t,k) gives the geometric defor-
mation between corresponding and occlusion points of the stereo images. Knowing the functions
r(t) and s(t) of equation (3.12), these new intrinsic images are found based on the original
intrinsic images (as presented in Section 3.2), by performing the following transformation:

(f(t, k), 7t k) = (f(r(t), k), o/ (r(t), k)  if dr(t)/dt=1

(9(s(t), k), 0) if dr(t)/dt =0
Gt K), F (k) = (9(s(t), k), 2'(s(1), k), z:f ds(t)/dt =1 (3.14)
(f(r(t), k), 0) if ds(t)/dt =0

This observation has two important implications. First, by computing the functions r and
s as a solution of the LCS problem, we can derive a coherent framework which permits to
compute disparities or generate new views as defined in last section. Secondly, the generated
intermediate views exhibit consistent information in occlusion areas. However, it does not
imply that this information is consistent with the real 3D structure of the occluded points

(given the impossibility to recover that structure).

3.4 Experiments

Throughout this chapter, we have used a simple synthetic stereo pair in order to illustrate
the various steps of our approach. By using the intrinsic images shown in Figure 3.3, we have
used Equation (3.6) to compute the dense disparity map shown in Figure 3.5, without using
any search algorithms. Figures 3.6a (on the left) shows a sequence of synthesized views from
the same pair of images.

In order to show the behavior of occlusions in synthesized views using the proposed method-
ology, some known real stereo pairs are discussed. Figure 3.6a shows results obtained with the
“flower garden” and “trees” sequences, where a significant amount of occlusions are present.
We have applied the proposed method, based on the Intrinsic Images to synthesize new views
from the original left and right stereo images. The occluded regions move coherently in the
sequences. The perceptual quality of the reconstructed images is comparable with that of the

original ones. To illustrate the ability of the method to cope with occlusions, Figure 3.6b
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Figure 3.5: Disparity map of the synthetic pair, determined directly from the Intrinsic Images.

shows the recovered views on a detail of the images (see little square in the respective se-
quence), with a strong discontinuity in the depth. As expected, the occluded points disappear
coherently behind the tree, without any smoothing. Notice that in the “trees” sequence there
is an area, roughly on the center of the image, where some occlusions associated to order
exchanges create erroneous solutions for the synthesis of that area. This can only be solved
introducing more images of the sequence or with prior knowledge about the scene.

These examples illustrate how Intrinsic Images deal with perspective effects and occlusions,
generating novel views from an original stereo pair. Next we will apply the same methodology
to two different examples in order to compute a dense disparity field.

In the first example, we compute the disparity map (Figure 3.7¢) from the “mask” stereo
pair (Figure 3.7a,b), based on Equation (3.6). Next we apply a gaussian filter (10x 10, standard
deviation 5) to the computed disparity image, smoothing locally the respective disparity values,
as shown in the Figure 3.7d. Figure 3.7e represents the resulting isometric plot of the scene
under an arbitrary point of view. The Figures 3.7f-p show a set of different views of the scene
where the image texture was superimposed. By visual inspection we can observe the realism
of the estimated 3-D model, retrieved uniquely from two views with a relatively small baseline,
in spite of the presence of a large amount of ambiguities (due to the homogeneous brightness
and poor texture), which would represent an evident difficulty for a traditional correspondence
method.

In the next example, there are multiple discontinuities in the scene, various objects in
various depth levels, and a significant amount of occlusions. We have used uniquely four

images from the University of Tsukuba’s Multiview Image Database. Our goal consists in (1)
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j=1/3 j=2/3 j=1

Figure 3.6: a) Synthesis of intermediate views for the synthetic images (left), the Flower
Garden Sequence (center) and for the Tree Sequence (right). b) The evolution of a detail of

the Tree Sequence (see little square in the respective sequence) with occlusions.
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Figure 3.7: a-b) Original pair of images of a real scene. ¢) Estimate of the disparity map
using the Intrinsic Images approach. d-e) Filtered version of the disparity map, where the
background was zeroed by a threshold. f-p) Arbitrary views around the reconstructed model
where the original texture was superimposed. For visualization reasons, the apparent relief of

the models above are given by the disparities and not by estimates for the depths of the scene.
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synthesizing intermediate views within the rectangle formed by the original four views and (2)
computing the disparity map by using uniquely the upper two views of the original set.

Figure 3.8a-d shows the images used, captured by four parallel cameras located at the
vertices of a rectangle. We have used the Intrinsic Images approach to synthesize 13 novel
views between “vertical” image pairs a-c and b-d, leading to a total of 15 image pairs. This
process was repeated with these 15 (original and synthesized) “horizontal” image pairs. At
the end, we obtain a matrix of 15 x 15 camera views, starting from the 4 original images.
Figure 3.8 shows an arbitrary set of 6 synthesized views that illustrate the coherent motion of
vertical and horizontal discontinuity areas, specially when occlusions are present.

We have also computed a disparity map using the images shown in Figure 3.8a,b. Fig-
ure 3.9a shows the resulting disparity map, while Figure 3.9c-d shows two arbitrary views of
the scene, where brighter points correspond to larger disparities. A view with superimposed
texture is shown in Figure 3.9b.

These examples illustrate the potentialities of Intrinsic Images to generate not only novel
views from a reduced set of images but also a dense disparity map of the scene, including

regions of homogeneous brightness distribution.

3.5 Conclusion

In this chapter, we have considered the hypothesis of brightness constancy. In a real stereo
system, however, the brightness can change due to viewing direction or different specifications
of the cameras. This leads to an important question related to the following points: how
the brightness constancy affects the approach developed before, and how to overcome this
problem. Before concluding, we propose to discuss this issue in more detail.

A convenient model to account for photometric distortion is the following:

fly) =a-g(®(y)) +b, a>0 (3.15)

This model represents an affine transformation, where a and b are the difference in contrast
and brightness between the two images. Some authors prefer to estimate a priori the affine

parameters [24], before applying the correspondence procedure. This can be performed by
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Figure 3.8: a-d) Synthesis of views by using four images provided by the University of Tsukuba.
The bottom images were synthesized as if they were seen by virtual cameras located within

the rectangle formed by the four original images.
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Figure 3.9: a) Disparity map computed from the image pair represented in the Figures 3.8a-b.
b) Estimated 3-D model with superimposed texture. c-d) Two arbitrary views of the scene,
where the brightness is proportional to the disparity of the points. Notice that the coordinates
of the horizontal plane (the ground) correspond to the usual images coordinates, whereas the
third one (vertical axis) represents the estimated disparity value (and not a estimate of the

depth).
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analyzing the global intensity function and its derivatives. However, it would be constructive
to study the geometric influence of the affine distortion on the intrinsic image structure.

Considering the brightness distortion in Equation (3.15), the effect of bias, b, can be
eliminated by preprocessing both signals with a zero-mean filter. Thus, we assume that the
contrast term a is the dominant term.

By assuming that f(y) = a - g(®(y)) and applying equations (3.4), a simple relation
between the horizontal axis of the intrinsic images is found: m; = a - m,. This means that
the photometric information along the scanlines of the left intrinsic image is scaled along the
horizontal axis and in amplitude (the intensity values), by a, with respect to the right intrinsic
image. Thus, the deformation induced by the brightness distortion in the intrinsic images, is
ruled by the following equality:

flmi) _ g(my) (3.16)

my my

We could apply directly on the intrinsic images a correspondence procedure by using the
equation (3.16). Nevertheless this implies some search effort.

Another solution to overcome this problem consist of transforming the brightness function
by a simple function which exhibits some invariant properties related to linear distortions.
The logarithm function is a good candidate. In fact, when y and x are corresponding points,

we have:

dlog|f(y)|  d®(y) dlog|g(z)]
dy dy dx

(3.17)

defined wherever f(y) and g(x) are different of zero. Applying this relation to equation
(3.4), one can conclude that it is still possible to define coherent photometric and geometric
descriptors, since m; = m, (in absence of occlusions). This means that, in general, the intrinsic
image theory remains applicable.

In summary, we have proposed a new image representation — Intrinsic Image — which
allows for solving the intensity-based matching problem under a realistic set of assumptions,
such as the order constraint. The concept of intrinsic images is a useful way to approach the
problem of stereo vision, and leads to a straightforward computation of disparity and new
views.

Intrinsic Images of a stereo pair give exactly the complete photometric and geometric
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structure of the 3D scene, independently of the observed geometric (perspective) distortion.
Secondly, provided that the order constraint is not violated, a coherent interpretation of the
occluded regions is made.

An Intrinsic Image is composed by a photometric and a geometric descriptor, which contain
all the necessary information to reconstruct directly the original images, disparity values and
other views of the same scene. We have presented some results with real stereo images. The
method is very robust to the existence of occlusions and reveals high performance in multi-view
synthesis.

This approach is a powerful tool to cope not only with a stereo pair of images but also
with a sequence of images, both in the discrete and continuous sense.

In the future, we plan to study the potentialities of this approach applied to a larger
number of images, namely in dense optical flow computation and egomotion estimation. We
plan also to develop an automatic occlusion characterization based on a large number of
images of same scene, in order to facilitate the creation of the associated intrinsic images with

occlusion information.
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Chapter 4

Reconstruction for Multiple Views

4.1 Physical Constraints

We have shown how the Intrinsic Images representation lead to a simple process of computing
dense disparity maps and to synthesize novel views from a stereo pair.

The presence of occlusions brings the problem that the visual information can be available
in one image only and hence disparity cannot be computed in the most straightforward way. To
overcome this problem, we introduced an additional optimization process based on Dynamic
Programming that can cope with the lack of image data arising from the existence of occlusions.

Both the original approach of the Intrinsic Images and the extended version to deal with
occlusions are based on a number of constraints of the associated disparity mapping between
an image pair. One of the main constraints used in these methods is the order constraint.

This constraint, however, is not necessarily preserved whenever occlusion points are present.
Nevertheless, considering the order constraint — even if in the presence of occlusions — had

two major advantages:

e [t is an extremely useful assumption in the stereo problem, when there is no additional

information available regarding the 3D consistency of the scene.

e The constraint can be introduced in a simple manner with dynamic programming which

is an efficient and well-known optimization tool that embeds the order constraint auto-

81



82 CHAPTER 4. RECONSTRUCTION FOR MULTIPLE VIEWS

matically.

Most of the methods rely explicitly the order constraint to retrieve the 3D structure of
a scene [45, 12, 7]. Many others use order-like assumptions, named in different ways such
as the continuity of the disparity map [68] or the local coherency of the correspondences
[49]. A different constraint is considered by Kutulakos and Seitz [36], where one explores
the visibility constraint for an arbitrary set of calibrated cameras, and no approximation was
made. However this approach fails when outliers are introduced in the observations since
the reconstruction algorithm is greedy and is not able to deal with outlier rejection under an
optimization framework.

Suppose that no assumptions (including the order constraint) are made about the scene
structure or about the projected images. What can we infer about the structure from N
arbitrary positioned cameras, knowing that the scene tends to be non-smooth and exhibit
significant occlusions? Can we deal with this problem by using physically meaningful con-
straints? Can we handle these constraints in a unique and optimal formulation? Answering
these questions has especially important implications for reconstructing real objects and en-
vironments from more than two images. In contrast to the Intrinsic Images approach, where
a simple and direct strategy was adopted to retrieve 3-D information from two views, in this
chapter we want to develop a method that uses multiple views to perform correspondence
and occlusion detection in a single step, and achieves global optimality for a set of realistic
constraints.

Thus, the choice of a good set of constraints is an essential step for solving the correspon-

dence problem:

e First, in order to deal with the intrinsic ambiguity of the correspondence problem we

have to impose domain-specific constraints to restrict a final solution;

e Second, there exist real and important constraints relating the geometry of multiple

views (a well-known example consists in the epipolar geometry that relates the cameras);

e Finally, the constraints must be as generic and independent of the scene geometry or

topology as possible (the order assumption is not generic and depends on the scene
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topology).

We will use three constraints' that we consider as the most important and general under a
geometric point of view: the uniqueness, the visibility and the camera geometric constraints.
Later we will show how they guarantee a consistent 3-D solution, avoiding the need of an

approximated assumption such as the order constraint.

4.1.1 Camera Geometric Constraints

Corresponding points across multiple views are related by multiview geometric constraints
(e.g the epipolar geometry) that depend on the cameras intrinsic and extrinsic parameters.
Notice that these constraints are completely independent of the scene structure, as opposed

to other constraints considered in this section.

z1

C1 Cc2 C3

a b

Figure 4.1: a) Generic configuration of a trinocular camera system. b) A trinocular system

with collinear centers, where the optical axes are parallel and perpendicular to the baseline.

Consider for now a system of three cameras as shown in Figure 4.1a, and let us assume
that all Fundamental Matrices or the correspondences among epipolar lines are known. For

this generic configuration, the geometric arrangement of the cameras constrains the image

1Other assumptions related with photometric issues are discussed later.
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projections of 3-D points and, consequently, the correspondence between image features. In
particular, given a pair of matched points in two views, it may be possible to determine the
position of the point in the third view. This consists in the point transfer problem [26], which
can be solved by using the Fundamental Matrices, or, more generally, the Trifocal Tensor (the
former is undefined for points belonging to some degenerate configurations [26]). The study
of the transfer problem is out of scope of this discussion and can be found extensively treated

in [26].

Here, we will focus our attention on the simple example of cameras with collinear projection
centers, as illustrated in Figure 4.1b. We further assume that the epipolar lines are horizontal
and that the intrinsic parameters are the same for the three cameras. Three matched points
satisfy the point transfer relation derived by triangulation (or equivalently derived by using
the Trifocal Tensor)Q: x9 = kqx1 + kpxs, where x1, x2, x3 are pixel positions measured along
the respective epipolar lines of the three cameras, and k, and kj are computed using the

baseline distances (for the configuration shown in the Figure 4.1b: k, = GLH) and ky = aLer).

In summary, the geometric configuration of a trinocular system constrains the triplets of
correspondences observed on the three images. Specifically, we have presented a linear relation

among the correspondence positions for cameras with collinear centers.

4.1.2 Uniqueness Constraint

By uniqueness constraint we mean that a given image feature in one camera matches with at
most one feature observed by another camera. In spite the fact that the uniqueness appeared
already implicitly in previous approaches (e.g. in the stereo), it has special relevance when
more than two views are considered. In the next section, this will become evident since the

uniqueness constraint has to be explicitly imposed.

ZNotice that the epipolar transfer (using Fundamental Matrices) fails for this example because the two
epipolar lines in the third image are coincident. However this degeneracy is overcome when the trifocal tensor

is used.
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4.1.3 Visibility Constraint

A system with more than two camera views introduces the visibility as a new and important
constraint which has to be taken into account when performing reconstruction. The visibility
constraint arises from the assumption that no transparency in the scene is allowed. A cor-
respondence observed in two cameras (which represents by triangulation a specific 3D point)
restricts the visibility of a set of 3D points for the remaining cameras, thus confining the
domain of possible correspondences. This idea becomes clearer if we consider the example of

the Figure 4.1a.

Assume that point P is visible from cameras C'1 and C2. Considering now the camera C'3,
what can we infer about its space of visibility based uniquely on the knowledge of a pair of

matched points in two views?

Assuming that P is not transparent, it occludes all scene points which are beyond P and
belong to the projection ray viewed by each camera. This is true even for those cameras
where P is not visible. Consequently the half-line Z1 is not visible from the camera C3. This
apparently trivial result is rigorously formulated in Space Carving Theory [36], for which the
visibility constraint has a central role in the development of a greedy algorithm for 3D scene

reconstruction.

Therefore determining a correspondence in two cameras has consequences to the visibility
space of the remaining cameras of the system. Each correspondence constrains the visibility
space of the other cameras. In our particular example, based on the determination of a single
correspondence between cameras C'1 and C2, the 3D points belonging to Z1 are excluded

from the space of visibility of camera C3.

The constraint derived here is the so-called visibility constraint. It is quite general since
no special configuration for cameras or scene was assumed. Moreover, it restricts greatly the

general solution of the correspondence problem for a system with more than two cameras.
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4.2 Reconstruction as an Integer Optimization Problem

In the previous section we described a set of physically meaningful constraints for a system
with more than two cameras. Our final goal is to find the correspondences and occlusions
through an optimal method subject to a set of realistic constraints. To achieve this, we have
to define both an objective function (preferably linear) to be minimized (or maximized), and
a set of constraints (preferably linear) to bound the number of solutions.

The work by Maciel and Costeira [40] provides a good insight into an optimization approach
applied to a vision problem. They develop a set of generic tools based on integer optimization
in order to handle several constraints in a unique formulation, performing correspondence and
outlier rejection (or occlusion detection) in a single step. The problem which remains to solve
is to describe some visual constraints in that optimization framework. In fact, this problem
does not have a trivial solution and needs a previous effort in representing properly the image
data from multiple cameras.

In order to solve our problem, we have to keep in mind three ideas:

1. The most commonly used criterion (objective function) is the image correlation, which
reflects the assumption of photometric similarity. The study of more general photometric

constraints is out of the scope of this work.

2. We want to solve a reconstruction problem by using all available physical constraints,

without any further assumptions or approximations.

3. The method to find the correspondences must perform outlier rejection and achieve

global optimality with a feasible computation effort.

To develop a method with these features, we will simplify the camera configuration. We will
address the reconstruction problem for a specific trinocular setup (Figure 4.2), with three cam-
eras having the same intrinsic parameters, with the optical centers collinear and equidistant,
and the optical axes parallel and perpendicular to the baseline. A more general approach is
discussed at the end of this chapter. Notice however that the collinear case constitutes a very

common configuration, with simple implementation if the camera positions are controllable.
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Z1

Figure 4.2: Three collinear and equidistant cameras, where the optical axes are parallel and

perpendicular to the baseline.

Next, we will present a complete and optimal algorithm for the collinear trinocular setup,
taking into account all the ideas discussed before, avoiding additional approximations. We
first define an objective function and then present an equivalent integer problem [44] that

integrates the constraints discussed in the previous section.

4.2.1 Objective Function

We use the correlation as criterion of similarity between two features. Features consist of image
patches with N pixels, centered around points of interest?. In general, the most commonly

used global objective function is the following:
z=pTec (4.1)

where p is an indicator vector of ones and zeros, and c is the vector of all possible correlations
between features of one image and those of the other image. Generically, the goal is to find

the vector p that maximizes the scalar z, subject to some constraints.

3This does not mean necessarily that we wish to propose a feature based method, where usually a previous
feature segmentation is provided. Point of interest can be viewed in a dense manner, where all pixels can be

selected, independently of being “good” or “bad” features.
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In the trinocular problem of Figure 4.2, we will use the three images simultaneously in
a single step, to reconstruct the scene structure. How can we deal with the various correla-
tion measurements associated to the combination of all features captured by three different
cameras?

Consider cameras A, B and C of Figure 4.2. We can compute the similarity between images
B and A, B and C, or A and C. However, the collection of all resulting correlations includes
some redundancy. We could instead measure uniquely the similarity of B with A and C. As a
result, our criterion of similarity is referred to B (because A and C are not directly compared).

Referring the reconstruction to the camera B has two important advantages:

1. Each feature from image A (or equivalently from C) is compared solely to the universe
of features from the image B, producing a unique set of similitude values. The most

similar pair of features corresponds simply to the highest correlation value.

2. Features viewed by the middle camera B can be of two types: features also viewed by
the cameras A or C, or features invisible both for A and C. The second type is very rare
in real scenes (corresponds to narrow holes in the scene). This means that almost all
features observed in the camera B can be reconstructed by using at least one of the two

other cameras?.

Hence we define the complete objective function, as follows:

Zz=p (4.2)

where cap is the vector of correlations between the cameras A and B, cop is the vector of
correlations between the cameras C and B, and p is the associated indicator vector that has
to be found in order to solve the correspondence.

The next step consists in selecting the image points we want to correlate in order to find
the required correspondences. It is useless to correlate each feature of one image with all

features of other image since there are camera geometric constraints which restrict greatly

4Notice that this is not true for the cameras A or C, where it is usual to perceive features not observable

by the other cameras.
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the associated admissible search domain. For the case represented in Figure 4.2, we know
that the necessary search domain to find a triplet of correspondence points is bounded by the
epipolar line. Secondly, the coordinates of the three points are related by xp = %, where

Ta, T, Tc are respectively the horizontal coordinates of the cameras illustrated in the figure.
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Figure 4.4: a) Valid correspondences must fulfill g = (x4 + 25)/2. Then each value of zp
generates a line where the correspondences are valid. b) An auxiliary index matrix codifies

the pixels of the three cameras, after discretizing the space of correspondences x 4 versus z¢.

To generate uniquely the triplets of points for which the correlation computation is geo-
metrically meaningful, let us concentrate our attention on a single set of three corresponding
epipolar lines. Without loss of generality, for now on we will consider an image as a single
horizontal line. Thus our problem consists of reconstructing the scene projected on a line of
the camera.

Suppose now that we want to search the correspondences of the feature pg of the camera
B (with xp = 2 — Figure 4.3) along the associated epipolar lines of cameras A and C. Valid

correspondences must fulfill zp = (x4 + x¢)/2, shown as a linear constraint in Figure 4.4a.
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This property provides a significant reduction in the amount of correlations needed to find
the correct correspondences. To incorporate this search constraint we have to represent the
image data through a special form. By discretizing the space of correspondences x¢ versus x4
in Figure 4.4a, an auxiliary index matrix is defined, represented in Figure 4.4b. Based on the
integer values of this index matrix, one obtains the positions where the various correlations

will be performed. The procedure is described as follows:

1. Discretize the corresponding epipolar lines of three cameras A, B and C, with the
following indices as multiples of the same metric unit: z4 = 0, 1, 2,....N, zp =

0,1, 2,...Nand zc =0, 1, 2,...,N.

2. Discretize the space of correspondences x¢ versus x4 (Figure 4.4a), by constructing a
matrix whose columns are indexed by x4, and whose rows are indexed by zc. The
entries correspond to different values of zp computed through the average between the
row and the column positions (Figure 4.4b). Notice that only the integer entries are
valid indices given the discretization made before. Each entry is then associated to a

triplet of indices: x4 (column), ¢ (row) and zp (the average between row and column).

3. Finally, construct the correlation matrix C ap by computing the correlations between
images A and B, in the positions given respectively by x4 and zp of the auxiliary index
matrix built before. For the example shown in the Figure 4.4b, the following correlation

matrix is obtained:

co2 0 ca3 0 ca
0 C12 0 C33 0
CaB=|cn 0 ¢ 0 cy3 (4.3)

0 C11 0 C32 0

coo 0 ca1 0 ca

The index associated to each entry of Cap indicates directly the coordinate positions
respectively for the images A and B. The entries set to zero do no affect any further
optimization (e.g. maximization) process and are maintained for matrix consistency

reasons.
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4. Similarly, we can build the correlation matrix Cop by computing the correlations be-

tween the positions x¢ and xzg. For the same example, we have:

ca2 0 ez 0 ey
0 e 0 33 O

CecB=|cn 0 c 0 c3 (4.4)

0 c¢11 0 e¢92 O

coo 0 co1 0 cpo

We have created an index structure that integrates all admissible pixel positions to compute
the correlations among three corresponding epipolar lines. The resulting correlation matrices
are denoted by Cap and Ccp, and the vectors cap and ccp of the objective function (4.2)
correspond to the respective vectorization cap = vec(Cap) and ccp = vec(CeB).

To complete the definition of the objective function we have to generate the indicator
vector p. This is naturally provided by the correlation matrices built before. For each element
of the correlation matrices we can assign an indicator element which can be 0, where no
correspondence exists, or 1, where one verifies a correspondence, with this methodology, two
binary matrices Pop and Pcp are designed with the dimension of Cgqp and Ccg. The

vector p is obtained, performing
vec(PapB)
p =
vec(PeB)
In next section, we will study an optimization approach in order to maximize the function
2z = pTe, where p and c¢ are built as described before. We will show then the importance

of matrices Pap and Pcp in developing a linear optimization strategy, by exploring the

structure of the respective matrices.

4.2.2 An integer optimization approach

The simplest way to guarantee a solution for the correspondence problem defined before is to

solve the following integer program:

z=max{c'p: pec B"} (4.5)
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where B™ is the set of n-dimensional binary vectors. The trivial solution is found if all entries
of p are 1. Thus we have to restrict the domain of the variable p by including additional con-
straints such as the uniqueness, the visibility and the camera geometric (transfer) constraints.
If these constraints were linear with respect to the variables, the new integer program would
have the following form:

z=max{c'p: Ap<b, pe B"} (4.6)

where A and b establish a generic linear constraint over p. We show how to achieve a linear
form for the constraints proposed in Section 4.1, based on matrices Pap and Pcpg.

The first step consists in studying the necessary structure of these matrices in order to
guarantee the various physical constraints, specifically the camera geometry, the uniqueness
and the visibility constraints. Next we show how all these constraints have an algebraic

equivalence on the matrices Pap and Pop.

Uniqueness: The uniqueness constraint imposes that a given feature matches with at most

one feature on other camera. Algebraically, this is equivalent to guarantee the following

property:

Property 5 The binary matric Pap has at most one logical value 1 per column and
per diagonal’. Similarly, the binary matriz Pcp has at most one logical value 1 per row

and per diagonal.

Camera Geometry: The point transfer constraint can be guaranteed simply by observing

the following property:

Property 6 Three corresponding points observed in three images, produce the logical

value 1 at the same matriz entry of both indicator matrices Pap and Pop.

Based on the index structure used in the construction of Pap and Pcp, the transfer

TA+TCo
2

relation xg = of three corresponding points visible from three cameras is satisfied,

5The definition of diagonal of a matrix include all diagonals of the matrix (the main diagonal, the second

diagonal, etc).
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by guaranteeing that the values 1 are located at the same place for both indicator

matrices.

Visibility: One observes a visibility constraint when one correspondence is found between a
pair of images, imposing that a set of points is out of visibility in the remaining cameras.
In logical terms, if a given element of P4p has the value 1 (a correspondence), then some
zeros are imposed in Pop (non-visible points). Similarly, if a given element of Pop is
1, then a set of zeros is imposed in Pap. The structure of this area of zeros depends on

the areas which are out of visibility.

Consider again the example illustrated in Figure 4.2, where a correspondence between
images A and B is detected (i.e. there is an entry of Pap with value 1, say, p = 1).
Transposing the geometric evidence shown in the figure to an algebraic description, the
half-line Z; non visible by C corresponds to a set of non-correspondences in matrix Popg,

with the following structure:

Z1
Pcp = - (4.7)

where ¢ is the entry associated to the triplet z4, xp, z¢, coordinates of the projections
of P (g will be zero if P is invisible from C and non-zero otherwise — in the example
of the Figure 4.2, ¢ = 0). The area pointed out in Pcpg is forced to be zero because
of a correspondence found in Pap. Fortunately, in matrix terms, this area is located
uniquely along the row of Pop associated to the entry (correspondence) considered in
Pap. Similarly, if a correspondence is found in Pgp, only the associated column of

Pjp is affected.

These algebraic constraints can be stated rigorously as follows:

Property 7 Define

Pap = {p’ij}z’:I:N, j=1:N
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Pcp = {¢ij}i=1:N, j=1:N

where ij are now the usual matriz indices. If p;; = 1 for some ij, representing a
correspondence between A and B, then q; = 0 for all | < j, representing the invisible
points of C where no correspondence is allowed. If q;; = 1 for some ij, then py; =0 for

all k < 1.

Now it is possible to describe the physical constraints proposed through an equivalent set
of algebraic constraints on the two binary matrices: Pap = {pij}izlzN, J=1.N and Pcp =
{Qij}z‘:lzN, j=LN"

In the following steps, we derive explicitly these algebraic restrictions as linear constraints
under the form of a set of inequalities®. This is achieved given the fact that only binary values
are solution for the optimization problem (p;; € {0, 1} and ¢;; € {0, 1} for alli=1: N and
j=1:N).

1. First we introduce the uniqueness constraint with respect to the columns of Pap and

rows of Popg:

N
>opij < 1,j=1:N (4.8)
=1
N
g < 1,i=1:N (4.9)
j=1

2. By introducing the auxiliary binary matrix M = {m;},_,.y ;_;.y, where m;; € {0, 1}
for all 7, j, the uniqueness with respect to the diagonals and Property 6 can be guaranteed

simultaneously with the following inequalities:

Dij < mij, izllN, _]:]_N (410)
qij < mij, izllN, ]:1N (411)
> my < 1, r=1:N (4.12)

Vi,5ESy

SHowever these linear constraints are not unique for the algebraic constraints imposed before to Papg and
Pcp. The construction of an adequate set of inequalities for a given problem constitutes a fundamental issue

in integer optimization field, beyond the scope of this work.
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where S, denotes the matrix diagonals: S, = {V i, je{l,---,N}: w = r}.

Some diagonals of Pap and Pcp are filled with zeros due to the discretization process
(associated to the zero diagonals of Cap and Ccp, as shown in example (4.3)). This

can be simply imposed by’: m;; = 0,Vi,j € {1,---, N} : W cZt.

3. Finally the visibility constraints are provided by:

7j—1
Sgutpy; < L i=1:N,j=2:N (4.13)
=1
i—1
mjta; < 1,i=2:N,j=1:N (4.14)
=1

By manipulating the set of inequalities (4.8-4.14), we derive the linear constraint:
vec(Pa
A P <b  where p= (Pas) , m = vec(M).
m vec(PcB)

Notice that the matrices A and b we derived admit uniquely the values —1, 0 and 1, and

their structure is not unique.

In summary, we synthesized an integer program with the following form:
T p 2N? N2
z=max{c ' p: A <b, pe B, me BV} (4.15)

which yields the optimal solution for the collinear trinocular problem. In the following section,
we discuss briefly some approaches for solving this integer program and the method adopted

in this work.

4.3 Solving the integer program

To compute the optimal solution for a generic integer program, four dominant approaches can

be found in the optimization literature (an important insight into this issue is found in [44]):

"In practice, these a priori imposed zero elements of Pag, Pcp and M must be removed before applying

the optimization algorithm, reducing greatly the problem dimensionality.



96

CHAPTER 4. RECONSTRUCTION FOR MULTIPLE VIEWS

. An algorithmic approach for solving directly the integer program — The most known

algorithms are the branch-and-bound and the cutting-plane algorithms. They are itera-
tive and, in general, excessively time consuming. The emphasis is in the architecture of

the search algorithm.

. A linear program for solving the integer program — This approach consists in finding an

equivalent linear version of the integer program, by manipulating the linear constraints of
the problem. This can only be achieved in some special cases. Then, efficient algorithms
can be used to solve the linear program for the optimal solution. Alternatively, one
may define a linear relaxation of the integer program, which can lead to a non-optimal

8

solution®. The emphasis here is in the definition of an equivalent linear program.

. A non-linear program for solving the integer program — This approach consists in

introducing additional non-linear constraints, producing an equivalent problem, where
the search algorithms converge more efficiently. An ingenious example is presented in

[20]. The emphasis is in the definition of an equivalent non-linear program.

. A graph approach for solving the integer program — This approach consists in rewriting

the original problem in the graph form, for which there are special methodologies for
solving it. However this approach is not valid for all integer problems. The emphasis is

in the problem definition.

All these approaches produce optimal solutions of the integer program. However, for the

specific integer program presented in (4.15), no efficient approach was found to achieve the

optimal solution with feasible computation. An exception can be found in the equivalent

non-linear programming approach [20], where a linear function is minimized under a set of

linear contraints plus a concave constraint. In the future, we plan to implement the proposed

search algorithm in order to test the method. In this work, for simplicity (in terms of the

problem formulation and of the algorithms available to solve it), we adopted the following

8Notice that, theoretically, it is always possible to find an equivalent linear program which produce the

solutions of the integer program. However, finding the corresponding contraints can be per se a combinatorial

problem.
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linear relaxation of the integer program:

z:max{ch:A P <b,0<p<1,0<m<1} (4.16)

m
In this case, p is no longer constrained to be an integer value. However, it is constructive
to discuss the structure of the constraints. In fact, the constraints of the original integer
program denote the integer vertices of a polyhedron. The solution of the problem is located at
one of these vertices. With the linear relaxation presented in (4.16), we add a finite number
of non-integer vertices to that polyhedron. The integer vertices are still vertices of the new
polyhedron. This means that, when a search algorithm is applied to find the optimal solution
within this polyhedron, if an integer vertex is found, then the optimal solution of (4.15) is
achieved. However a non-integer vertex can eventually be found. Thus a “good” relaxation
of the problem must introduce a reduced amount of non-integer vertices in order to retrieve
(with high probability) an integer result when the optimization algorithm is applied.

Next we present some results by using a collinear trinocular system in several real scenes.
We apply the well-known simplex algorithm to solve the linear relaxation of the integer pro-

gram, presented in (4.16). The performance of the method will be discussed.

4.4 Experiments

In previous sections we propose a optimization approach to estimate the disparity map of a
scene. To show how to retrieve disparity from the solution of the integer optimization problem,
we start with an example using three corresponding epipolar lines from three consecutive
images of the well-known Flower-garden sequence (Figure 4.5).

In this example, the disparity between each pair of images is significant, and a relevant
amount of occlusions are present. We propose to find the correspondences of the points marked
in the figure (53 points per image), which correspond to the discretization of one horizontal
epipolar line (associated to the vertical coordinate 60). The correlation is performed by using
a 3 x 3 window centered at the 53 points of each image. We apply a simplex algorithm to

solve the linear relaxation of the integer optimization program, as presented in (4.16). The
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solutions computed for the variables contained in the vector p are integer (0 and 1), which
means that they are also solution of the integer problem presented in (4.15).

Thus the optimization algorithm has produced the indicator matrices Pap and Pcp,
which determine the binary solution for the correspondence problem. The solution obtained,

in Figure 4.6, is optimal, given the metric, uniqueness and visibility constraints.

Figure 4.5: Three consecutive images of the Flower-Garden sequence, where we selected 53

points along corresponding epipolar lines.
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Figure 4.6: Optimal solution of the integer program. Left: Pap; Center: Pgcp; Right:

rotation of Pap V PcB.

To get the depth information for the points selected in the central camera, we can apply the
logical operator OR between both binary indicator matrices (joining the information provided
by both correspondences), and perform a 45 degrees matrix rotation, in order to visualize

better the disparity existent along the diagonal direction — notice that the epipolar line
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coordinate of the central camera is aligned with the anti-diagonal of the matrices P. The
resulting matrix is shown in the Figure 4.6, where the disparity estimates codifies the depth

information of the scene, for the points selected on the central image of the Figure 4.5.

This example illustrates how the algorithm retrieves disparity information for all points
used in the experiment, including points without texture and points occluded by the tree for
the left or right camera. This is due to the fact that the optimization process produces the

most coherent solution given the available images.

Notice that even though we have used the linear relaxation of the integer optimization
problem, optimal (integer) solutions were obtained. However, as discussed in the previous
section, this might not happen always. This means that the relaxation of the integer program
can produce some non-integer solutions, for which no correspondence configuration makes
sense. To achieve the optimal solution of the integer program, a branch-and-bound approach
[44] would be a possible technique. However this approach is iterative and excessively time
consuming. A simple alternative consists then in considering uniquely the integer solutions
of the linear program, discarding the non-integer ones. A similar strategy can be to round
the non-integer to the nearest integer (0 or 1). For both cases, the resulting estimated p is

sub-optimal and the correspondences found are not necessarily correct.

However, based uniquely on our experiments, we might say that such procedures produce
a solution very close to the optimal one, because two typical situations were observed in our
practical examples. First, in most cases the estimated solution values are all integer (which
means that the solution is optimal). Secondly, when some non-integer values are found within
the estimated p-vector, the majority of the values (typically more than 90%) are integer and
consistent with the real correspondences. Moreover, a simple post-processing step applied on
the disparity image reduces usually the effect produced by eventual inconsistent solutions.

In the experiment of the Figure 4.7, we use a trinocular setup with a unique object.
The most interesting feature of this example consists of the presence of a large amount of
ambiguities (due to the texture of the object), which would represent an evident difficulty for

an usual correspondence algorithm based on correlation and uniqueness constraints.

Due to computation time problems, we have applied a discretization procedure to the
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epipolars of the images, with a period of 5 pixels. This means that the expected disparity has
five times less resolution than if all points of the epipolar lines was considered. After applying
the optimization approach described in the previous example, one obtains a disparity map for
a set of epipolar lines. In this example, all solutions obtained with (4.16) are integer, and
therefore optimal. Figure 4.8 shows the estimated 3-D model of the mask, computed for 100
equally spaced epipolar lines selected on the image plane. Each step of the graphic represents
a H-pixels variation of the disparity. In order to get more detailed relief information, the period

of discretization performed along the epipolar lines must be reduced.

Figure 4.7: Images from a trinocular system, with equidistant cameras.
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Figure 4.8: Optimal solution of the integer program, with several levels of disparity.

In the trinocular example of the Figure 4.9, there are multiple objects at various depths,
and a large number of observable occlusions. We have applied the same methodology and

some non-integer solutions have been observed. They were rounded to the nearest integer
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(0 or 1) and a median filter was applied to the resulting disparity map in order to eliminate
isolate outliers, preserving the discontinuities. Figures 4.10a-b show two arbitrary views of
the estimated 3-D model of the scene, where brighter points correspond to larger disparities.

A view with superimposed texture is shown in the Figure 4.10c.

Figure 4.9: Example of a trinocular setup from University of Tsukuba’s Images Database.

a b C

Figure 4.10: Arbitrary views around the reconstructed model. In c¢) the original texture was

superimposed.

The previous examples illustrate the potentialities of an integer optimization approach to
generate a dense disparity map of the scene, based on physically meaningful constraints. This
approach was developed to a specific trinocular setup, for which encouraging results with real
scenes were provided.

The major practical limitation found was the time of computation, which depends nat-
urally on the number of variables (number of points selected). To overcome this problem,

some future effort is needed, mainly on the design of an algorithm for solving the integer
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program?, by exploring the special structure of this problem. This can be achieved through

two complementary strategies:

e Redefining the linear constraints of the problem presented in Equation (4.15) given by the

matrix A and the vector b (since they are not unique for the same physical constraints).

e Designing a specific search algorithm for solving the integer program (since the expected

solutions are integer and the matrices A and b admit uniquely the values —1, 0 or 1).

4.5 Conclusion

In this chapter we developed a complete optimization approach to find the correspondences of
a collinear trinocular system, by using a set of physically meaningful constraints. The method
we propose is based on a linear objective function and a set of linear constraints, simplifying
the algorithmic tools required to solve it. The correspondence and occlusion detection are
performed in a single step, achieving good and promising results with real images.

The optimization method was developed uniquely to a specific camera configuration: three
equidistant and collinear cameras. One of the advantages of using the equidistant collinear
trinocular case is that there are uniquely three directions in the indicator matrices we have
to constrain: the rows, the columns and the diagonals. Other camera configurations lead
to other algebraic constraints, applied to other directions of the matrices, raising additional
discretization problems. Thus, one of the problems in defining an optimization approach
for arbitrary cameras corresponds to the difficulty in representing conveniently the algebraic
constraints of the indicator matrices, since the metric, uniqueness and visibility constraints
remains valid.

As future work, we plan to develop an optimal scheme for solving completely the integer
program, based on an equivalent linear or non-linear program. Actually, this represents more
an optimization problem than a vision problem, being however very relevant because it influ-
ences directly the feasibility of the methods. The integer optimization is a mathematical field

with many and exhaustive studies, using a large variety of sophisticated techniques, on both

9Tn this work we have used a standard simplex algorithm to solve the linear relaxation of the integer program.
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linear and non-linear (e.g. concave) minimization. If one wants to achieve a single universal
representation of the correspondence problem, handling physical meaningful assumptions in
an unique and optimal formulation, then it is absolutely necessary to notice the existence
of such mathematical tools. In this chapter we have tried to achieve optimal specifications
for a trinocular camera configuration. This shows a promising path in direction to the com-
plete reconstruction from multiple views, but an additional effort in image representation and

optimization is needed.
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Summary

In this part, we approach the correspondence problem, assuming that the cameras are com-
pletely calibrated. Finding correspondences is a central procedure in stereo and motion anal-
ysis. To perceive depth, we need to perform dense matching between two or more images,
captured over time. Moreover, occlusions play a key role in motion and depth interpretation.

We propose two approaches where the global image information and the similarity and
consistency criteria are well defined. Such approaches can be used to generate a dense disparity
map or different views of the same scene.

In the first approach, we propose a new image representation called Intrinsic Images that
can be used to solve correspondence problems within a simple and compact framework. The
concept of intrinsic images is a useful way to approach the problem of stereo vision, and
leads to a straightforward computation of disparity and new views. Intrinsic images combine
photometric and geometric descriptors of a stereo image pair. The photometric descriptors
are invariant to perspective image distortions, while the geometric descriptors can be used
to compute directly disparities in a dense manner. We extend this framework to deal with
occlusions through an optimization technique based on dynamic programming.

In the second approach, we propose a methodology for solving the point correspondence
problem for more than two views, imposing physically meaningful constraints. First we ex-
plore and discuss these constraints, focusing our attention on the metric, uniqueness and
visibility constraints. Next we propose to study a paradigmatic example where the correspon-
dence and occlusion detection is formulated as an integer optimization problem. In contrast
to the previous approach, where a simple and direct strategy was adopted to retrieve 3-D

information from two views, here we develop a method for a special camera configuration
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(three collinear cameras) which performs correspondence and occlusion detection in a single
step, and achieves global optimality for a set of realistic constraints, without having to impose
additional assumptions. The proposed method is based on a linear objective function and on
a set of linear constraints, simplifying the algorithmic tools to solve it.

In the future, we plan (1) to study the potentialities of the Intrinsic Images applied to a
larger number of images, namely in dense optical flow computation and egomotion estimation;
(2) to develop an automatic occlusion characterization based on a large number of images of
same scene (extension to the continuous), in order to facilitate the creation of the associated
intrinsic images with occlusion information; (3) to apply an optimization approach to a trinoc-
ular system with cameras in arbitrary location; (4) to explore non-linear techniques for solving
more efficiently the integer optimization problems; (5) to study a possible representation for

the optimization problem based on the intrinsic image paradigm.
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In this thesis, we have addressed the problem of 3D reconstruction from video images. We
proposed several methodologies for two central problems in computer vision: camera motion
estimation and dense matching or depth reconstruction.

The first part of the thesis is dedicated to the problem of egomotion estimation. The
approach is based on the analysis of the image motion information and the definition of a set
of subspaces, where some constraints may be exploited, that allow us to use the normal flow
data globally to estimate the camera motion. Additionally, we have shown how occlusions
can be treated as a powerful perceptual cue to provide additional information about camera
motion, instead of being considered undesirable artifacts, as in other approaches.

The second part of the thesis is devoted to the problem of depth reconstruction or dense
matching, assuming known egomotion. Dense matching is a central and difficult problem in
computer vision, that has been tackled in many ways. Our approach is based on alternative
representations that may facilitate ad initio the correspondence problem. We proposed a new
image representation called Intrinsic Images that can be used to solve the stereo correspon-
dence problem within a simple framework. This methodology assumes the order constraint
and can be extended to cope with brightness changes and occlusions. We show how to compute
dense disparity maps and synthesize novel views from an image pair directly from the Intrin-
sic Image representations. Also, the approach provides a coherent interpretation of occluded
regions if the order constraint is not violated.

To overcome the need of using the order constraint, we propose another approach based on
more than two views. Here, we rely solely on general constraints (geometric, uniqueness and
visibility) of the stereo problem and express them in such a way that the correspondence prob-
lem can be formulated as an integer optimization problem. Optimal solutions are obtained,
even in the presence of occlusions.

Throughout the thesis, we show extensive results both for camera egomotion estimation
and depth reconstruction to illustrate the performance of the approaches proposed here.

There are a number of aspects present along the entire thesis that we would like to em-

phasize (again) for the reader:

1. Occlusions have almost always been seen as disrupting phenomena for many computer
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vision problems. Instead, they provide a lot of information about camera motion and
scene depth that can be exploited with important benefit. As an example we can refer
the fact that occlusions are uniquely caused by camera translation hence, naturally

decoupling camera rotation and translation.

Similarly, if occlusions are included in the reconstruction output, one obtains much better
results, in terms of perceptual quality, as opposed to other methods that simply blur over
occluding surfaces. Morevoer, important constraints are introduced when considering

occlusions directly in the matching problem or for computing depth maps.

2. Representations for visual perception are also a constant across the entire thesis. We
have shown how alternative representations (that we named topological subspaces) can
be used for computing the camera egomotion in an efficient and robust manner. We
have proposed the Intrinsic Images approach as another representation to code photo-
metric and geometric image transformations that make the matching problem and view
synthesis a lot simpler. Similarly, we have defined an holistic method to represent the
stereo problem and associated valid constraints (i.e. no approximations), as an integer

representation problem, thus making use of a large set of tools from optimization theory.

Whether or not some of this aspects may find some parallelism in our own visual system
remains unraveled and may be a subject for further endeavor and research in the years to
come.

Still, from an engineering point of view, one may argue that being able to correctly for-
mulating the problem under a suitable representation, and making use of every possible piece
of information, is a decisive step towards better vision systems and contribute to a better

understanding of visual perception.
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