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Abstract

Unsupervised data clustering can be addressed by the estimation of mixture models, where the mixture components are associated
to clusters in data space. In this paper we present a novel unsupervised classification algorithm based on the simultaneous estimation
of the mixture’s parameters and the number of components (complexity). Its distinguishing aspect is the way the data space is
searched. Our algorithm starts from a single component covering all the input space, and iteratively splits components according to
breadth first search on a binary tree structure that provides an efficient exploration of the possible solutions. The proposed scheme
demonstrates important computational savings with respect to other state-of-the-art algorithms, making it particularly suited to
scenarios where the performance time is an issue, such as in computer and robot vision applications. The initialization procedure
is unique, allowing a deterministic evolution of the algorithm, while the parameter estimation is performed with a modification
of the Expectation Maximization algorithm. To compare models with different complexity we use the Minimum Message Length
information criteria that implements the trade-off between the number of components and data fit log-likelihood. We validate our
new approach with experiments on synthetic data, and we test and compare to related approaches its computational efficiency in

data intensive image segmentation applications.
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1. Introduction

Data clustering is a topic of major interest in many disci-
plines, having an extremely wide application range. Several
techniques for clustering have been developed during the last
decades, including Kohonen maps [1] [2], Growing Neural gas
[3], [4], k-means [5], to Independent component analysis [6],
[7], and mixture models [8].

To cope with the dynamics of changing environments,
robotics applications must process in real-time huge amounts of
sensory data. For example, image processing algorithms play a
key role in many practical applications and demand significant
computational resources due to huge amounts of data.

A paradigmatic application of clustering in robot vision is
image segmentation. Several applications in humanoid robots
[9], [10], rescue robots [11], or soccer robots [12] rely on some
sort on image segmentation [13]. Additionally, many other
fields of image analysis depend on image segmentation algo-
rithms: video surveillance, medical imaging and database re-
trieval are some examples [14], [15].

In this paper we propose an unsupervised data clustering al-
gorithm for data intensive algorithms, moving towards practi-
cal applications in robotics and computer vision. We propose
computational efficiency improvements to the state of the art
unsupervised clustering algorithms and illustrate the achieved
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performances and computational gains both in synthetic data
and on image segmentation applications. Our goal is not to im-
prove the state of the art in image segmentation, but to demon-
strate efficiency gains with respect to alternative approaches.
The state-of-the-art in image segmentation technology is much
beyond simple data clustering, but our methodology can cer-
tainly be useful for segmentation techniques requiring cluster-
ing algorithms.

Our approach to data clustering is based on the Expectation
Maximization algorithm applied to Gaussian mixtures, which
allows to approximate arbitrary probability distribution func-
tions. Fitting a mixture model to the distribution of the given
data is equivalent, in some applications, to the identification of
the clusters with the mixture components [8]. The selection of
the right model complexity, i.e. the number of mixture com-
ponents, is a critical issue. In fact, this is an ill-posed prob-
lem with multiple possible solutions depending on a trade-off
between data fit and complexity. The higher the number of
components in the mixture is, the better the data fit will be.
Unfortunately, increasing the number of components will lead
both to data overfitting and to increase in the computational bur-
den. Therefore, finding the best compromise between precision,
generalization and speed is an essential concern. A common ap-
proach to address this compromise is to try different hypotheses
for the number of components in the mixture, and then select-
ing the best one according to some appropriate model selection
criteria. In such approaches, the best model is typically selected
by executing independent runs of the EM algorithm for many
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different initializations of the number of components, and then
evaluating each of the solutions with criteria that penalize com-
plex models. Some examples are the Akaike Information Crite-
rion (AIC) [16], the Schwarz’s Bayesian Information Criterion
[17], the Rissanen Minimum Description Length (MDL) [18],
and Wallace and Freeman Minimum Message Length (MML)
[19]. However, all of these criteria, in order to be effective,
have to be evaluated for every possible number of models under
comparison. Thus, it is a combinatorial problem where there is
no guarantee of finding an optimal global solution, except with
exhaustive search methods.

1.1. Our contribution

Our work follows an incremental model selection approach.
Instead of executing independent EM runs spanning a wide
range of parameters, and evaluating each one with a model
selection criteria, we change the model complexity on-the-fly,
while a modified EM algorithm optimizes the mixture parame-
ters. The search for the best number of components in the mix-
ture starts with a single component and progressively adds new
components according to a binary tree structure, i.e. forking
one of the existing components. Using a breadth-first search
scheme on the binary tree structure allows an efficient explo-
ration of the search space and provides “backtracking” capabil-
ities, i.e. if the addition of a new element does not prove use-
ful, we can go back to the best previous solution and continue
exploration on a different part of the search space. Such a strat-
egy allows a good search efficiency allied to a good coverage
of the possible solution’s space, achieving better fits that alter-
native algorithms, in average. The current paper is an extension
of the contents presented in [20]. We compare the proposed
method both with our previous work [21] and with the method
in Figueiredo and Jain [22].

2. Related Work

Due to the complexity of the model selection problem, many
algorithms have proposed to escape the classical exhaustive
search methods by adopting an incremental approach. Most
of these algorithms derive from the original EM formulation,
but they are capable of modifying their complexity during the
learning process. Here, it is possible to distinguish three dif-
ferent categories: those starting with a low number of com-
ponents and only increase their number as the algorithm pro-
gresses; those starting with a high number and annihilating
components along time; and those both incrementing and re-
ducing the number of components. Typically new component
are added by random initialization (birth operator) or by divid-
ing existing components (split operation), whereas components
are removed either by annihilation (death operator) or joining
other existing components (merge operator). Split-and-merge
algorithms have been widely used in computer vision, pattern
recognition and signal processing [23] [24], and they are of-
ten more efficient than exhaustive, random or genetic algorithm
approaches. Richardson and Green used split-and-merge op-
erations together with birth-and-death operations to develop a

reversible jump Markov chain Monte Carlo (RIMCMC) algo-
rithm for fully Bayesian analysis of univariate gaussians mix-
tures [25]. The novel RIMCMC methodology elaborated by
Green is attractive because it can preferably deal with parame-
ter estimation and model selection jointly in a single paradigm.
BrieGy, a random-sweep Metropolis Hastings method, con-
structs the dimension matching transform with the reversible
jump methodology [26]. Then, Ueda er Al. proposed a split-
and-merge EM algorithm (SMEM) to alleviate the problem of
local convergence of the EM method [27]. They analyzed the
implications of merge and split operations in terms of their
“well-posedness”. While merging two components is trivial
(the point set in the merged component is the union of the orig-
inal ones), there are many possible ways to split a component,
which results in a ill-posed problem. Merge-only approaches,
thus, alleviate this problem. In this class of methods, the ap-
proach proposed by Figueiredo and Jain in 2002 is especially
interesting [22]. They start with a large number of components
and impose a Dirichlet prior on the mixing weights that drives
to zero the weights of the components that get low support from
data during the steps of the algorithms. Huang er Al. proposed
a refinement of the method using a new penalized likelihood
method that is continuous when components are annihilated and
shows good analytic properties [28]. Despite the remarkable ac-
curacy and robustness of merge-only methods, they suffer from
an high computational burden given that many EM iterations
are performed with a large number of components.

With the aim of reducing as much as possible the required
computational demands, split-only approaches start with a sin-
gle component and add new ones along time according to dif-
ferent criteria. In 2002 Vlassis and Likas introduced a greedy
algorithm [29] that starts with a single component covering all
the data, and sequentially splits it in two new ones. The pa-
rameters of these two components are then adjusted by local
EM iterations. The method takes O(n?) operations, where n is
the number of input data samples. Subsequently, Verbeek et al.
developed another greedy method [30] by starting ’partial’ EM
searches, each of them with different initializations. The total
complexity for the algorithm to learn a sequence of mixtures
composed by k components is O(k’n), where n is as before.

In our previous work [21] we proposed a split-only method
whose decisions were made in accordance to the state of the
gaussian components and a set of adaptive thresholds. In this
paper we propose an approach that introduces significant im-
provements in reducing the number of tuning parameters and
performing a better exploration of the search space, leading to
a more efficient, robust, and easy to use methodology.

3. Mixture Learning Algorithm

Due to the nature of the mixture learning problem with model
selection, finding globally optimal solutions is very hard except
for problems of very small dimension, where exhaustive search
techniques can be applied. All non exhaustive algorithms in
literature are greedy in the sense that, at each step, they take
local/immediate optimal decisions. Likewise, our approach is



greedy, but we propose a search strategy that covers and ex-
plores the state space in a more effective way, using a coarse-
to-fine paradigm. To represent this coarse-to-fine approach we
use a binary tree data structure. Each tree’s node represents
a mixture component, while the descendants of a node repre-
sent the mixture components that arise from splitting the parent.
The proposed algorithm adopts a breadth search approach with
branch pruning, based on the following observations:

1. When a component is split in two new ones, the new com-
ponents usually converge to a smaller size than the origi-
nal one, i.e. covering a smaller part of the state-space or,
in other words, having a smaller covariance. This provides
a coarse-to-fine interpretation to the binary tree represen-
tation.

2. If, at a certain stage of the algorithm, splitting a component
does not lead to improvements, it is likely that a similar
result will hold if that same component is split at a latter
stage.

Although these heuristics are not valid for every case, we have
empirically verified their frequent occurrence in our domain of
study. Therefore, based on point 1, we propose an exploration
of the state-space using a breadth-first search of the binary tree
representation, where coarser regions of the search space are
analyzed first. Then, based on point 2, when the expansion of
one branch does not improve the solution, we revert to the pre-
vious solution, and that branch is not expanded anymore in the
future. This rule reflects the intuition that a future expansion
of this component would result in a similar outcome, thus not
being worth the computation. Together, these two heuristics,
create a good balance between computational complexity and
coverage of the search space, that we exploit and experimen-
tally evaluate in this paper.

An overview of our algorithm is described in pseudocode 1.
The first step consists in initializing the first component, as de-
scribed in sec. 3.1. Then, it splits (sec. 3.6) each component
following a breadth-first scheme over a binary tree structure
(sec. 3.7).

We propose a split rule that creates a new component with
the same covariance (replication) of the parent but with a mean
value perturbed in multiple dimensions. We denote this rule by
“multidimensional replication”.

During each replication step, an EM like optimizing proce-
dure re-computes the mixture parameters (sec. 3.3). Each time
the EM procedure converges to a (local) minimum, a cost func-
tion (5) is evaluated and a decision is taken on whether to keep
this solution or try a different one. When there are no nodes el-
igible to have children, the algorithm stops.The following sec-
tions describe all these points in detail.

3.1. Parameters’ initialization

Let a dataset X be composed of N samples of dimension d:

X={x,n=1---N}, x,eR? (1)

The starting component is initialized with the mean and the
covariance of the whole data set:
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3.2. Model Selection Criterion
A generic mixture distribution can be defined as:
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px|9) =Y wip(x| %), Y wi=1 3)
k=1 k=1

where K is the number of components of the mixture, and wy
are the class prior weights of each component k. A Gaussian
mixture model is a mixture where all components are Gaussian:
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where gy, X are the mean and variance of the k' Gaussian
component, jointly denoted as U¢. The union of K, wy and O
is denoted ¥ and completely characterizes the mixture.

One of the most critical parameters to estimate in a mixture
is its complexity, given by the number of components K. Sev-
eral information criteria have been proposed for determining
the best mixture complexity. A comprehensive survey on the
most well-known criteria can be found in [31]. We adopted the
minimum message length (MML) criterion. This criterion is
equivalent to imposing a Dirichlet prior on the distribution of
the class weights wy that favours low complexity models [22].
The optimal set of parameters of the mixture model then results
from the following optimization problem (c.f. [22], Eq. (14)):

PE N
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where P is the number of parameters specifying each compo-
nent, which in the case of a normal distribution are the mean
and the covariance matrix parameters, P =d +d(d +1)/2; and
Lx () is the log-likelihood of the data given the model param-
eters:

N
Lx(9) = Y log p(x, | ©) (©6)
n=1

The relationship to the original MML and MDL criteria has
been discussed in [22].

3.3. The modified EM

The EM iterations applied in our work follow a modified ver-
sion proposed in [22]. The E-Step is computed as in the stan-
dard case:

(1)
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where the py(x,) is the likelihood of a data sample x, being
generated by component k.
The M-Step however differs in the class prior weights update:

(TLim) -5
(o) - 4] Y

The difference arises from adopting in (5) improper Dirichlet
priors for the class probabilites [32]:

(1) _
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Finally, the means and covariances of each class are computed
in the standard way.

3.4. The Stopping Procedure

We define the stopping criterion for the EM algorithm not
only when the total distribution log-likelihood ceases increas-
ing, but also when all individual components stabilise. This is
assessed by checking the evolution of the partial log-likelihood
functions:

N
Ly (0) = Y log p(xu | ) (10)

n=1
We define the percentage increment of the partial log-likelihood
of a component as:

Lg(t)(ﬂk) —Lg_l)(ﬁk)
LY (%)

A () = -100 (11)

When the average percentage increment in partial log-
likelihood is lower than a small value §, the algorithm stops:

M=

Ac(B) < (12)

k=1

In our experiments (see sec. 5) we use & =0.1%

3.5. 1ll-Conditioned components

It may happen that during the EM steps the computation
leads to a ill-conditioned component. We solved this by con-
trolling the determinant of each component’s covariance ma-
trix every iteration. If it goes under a limit (e.g. 10e™*) this
means that the component may represent (actually cover) a
small amount of data or that the component is too elongated.
An ill-conditioned component generates a higher MML value
(therefore unsatisfactory), since that component does not con-
tribute enough to the input data description. In this case we
reject the current mixture configuration and go along the binary
tree for replicating another component.

3.6. Component Replication

Splitting a mixture component is one of the standard opera-
tors in the algorithms that try to optimize the model complexity
incrementally. The rationale is to divide each existing compo-
nent in two new ones covering roughly the same area as the

Algorithm 1: FSAEM: Pseudocode

input : data set X, replication parameter € (sec. 3.6)
output: mixture description ¥ (sec. 3.2)

Parameters’ initialization; (sec. 3.1);

1
2

3 best mixture = mixture (Backup the mixture);
4 while (stop =0) do

5 level = last tree level;
6 leftyope = 21~ (most left last level node, being the root = 1);

7 rightyope = (2! — 1) (most right last level node, being the root = 1);
8 for (node = leftyopk to rightyope) do

9 Replicate component node (sec. 3.6);

10 Run EM on current mixture (sec. 3.3) ;

1 for (All mixture components) do

12 if (111 — Conditioned component) then

13 L mixture = best mixture (Restore previous mixture);

14 if (log — likelihood percentage increment < 3) (sec. 3.4) then
if (All the single components are stable) (eq. 12) then

15 L Stop the EM computation;

16 current mml = Evaluate minimum message length (eq. 5);

17 if (current mml < last mml) then

18 best mixture = mixture (Backup (bu) mixture);

19 | improvement = true;

else if (current mml > last mml) then

20 L mixture = best mixture (Restore previous mixture);

else

21 if (improvement # 0) then
2 L level = level + 1;
23 else if (improvement = 0) then

24 L stop = 1;

Run EM (sec. 3.3) and evaluate minimum message length criterion (eq. 5) with the single component mixture configuration;

(Case A: The current information criterion is better than the best one = backup the current mixture as the best one.);

if The component has been replicated along all its covariance matrix dimensions then
(Case B: The current information criterion is worse than the best one = bad replication. Return to the previously bu mixture.);

L Replicate along another component’s covariance matrix eigenvector (go to line 9);




parent, and search for the new best mixture parameters starting
from that configuration. However, the division of a new com-
ponent is a ill-posed problem since it can be done in many dif-
ferent ways. The simplest possible parameter free way would
be to duplicate one component in two new ones having identi-
cal mean and covariance, and half the prior probability of the
original component. This would maintain the log-likelihood of
the data but increase the complexity of the model, so the overall
cost function would increase its value. Therefore, a new run of
the EM algorithm would be necessary to try to reduce the cost.
However, the initialization of the two new components with ex-
actly the same parameters creates a fixed point in the cost func-
tion that will prevent the algorithm from progressing'. To solve
this situation in practice, the two components must be initial-
ized with different parameters. The classical way to tackle this
problem is to use the so called called split operator: The orig-
inal component’s coverage is divided among the two new ones
by using distinct means and covariance matrices in order to de-
scribe the original data with low overlap. However, there is few
intuition on how to choose the new mean vector and covariance
matrices. Instead, we adopt a simpler procedure, that we found
more effective than the splitting approaches in our experiments:

e The new components are initialized with mean and covari-
ance identical to the original one except for a perturbation
of the mean along one of the components’ principal di-
rections (represented by the covariance matrix’s eigenvec-
tors). The prior probability of each new component is as-
signed to half of the prior probability of the parent. Since
the two new components are very similar to the original
one, this operation is denoted “replication”.

e The mean perturbation is applied sequentially along each
components’ principal dimensions until improvements are
obtained or all dimensions have been explored. We denote
this operation “multidimensional replication”.

Still, the perturbation parameter, €, is an empirical value in
our algorithm we must tune. According to our experiments, €
depends mostly in the dimensionality and amplitude range of
the data. Although we did not study the problem in depth, we
have noticed this parameter’s optimal value does not change
significantly for different samples of the same type of data.
Therefore, € can be tuned off-line in a few samples of data of
the same type. We will report the values we used in our experi-
ments in sec. 5.1.

Then, the modified EM is run for optimizing the mixture.
Finally, the algorithm decides whether keeping the new com-
ponents or reverting them to the original one, based on the cost
function evaluated by (5).

3.7. Binary Tree Search

To represent the state of the search algorithm we adopt a bi-
nary tree structure. The current mixture components are de-
fined at each time step by the leaves of the tree. Beyond the

'In practice the algorithm will exit the fixed point due to numerical noise,
but this may take a large number of iterations.

parameters of the corresponding component, a node of the tree
contains a tag indicating whether that specific component has
been previously replicated without success, so it would not be
replicated again. The optimization procedure corresponds to an
exploration of the tree until a configuration can not be improved
anymore. We adopt a breadth-first search exploration:

e The initial tree starts with the root, representing the initial
component covering all the dataset covariance;

e Each node either has no children (it is a leaf) or two chil-
dren;

e Only the leaves correspond to active components

e When a component is replicated, the corresponding node
is expanded into two children. One of the children is an
exact copy of the parent and the other is perturbed in posi-
tion, as explained before.

e When a multidimensional replication step finishes without
improvement, the solution is backtracked to the original
component. Otherwise the current solution is accepted.

e The next node to replicate is the left-most, least-depth
node that has not previously been replicated.

The breadth-first nature of the tree search algorithm results in
a coarse to fine exploration of the state-space. Since, in general,
the first levels of the tree represent coarser components, these
are explored during the first stages of the optimization. Then,
at later stages, increasingly finer decompositions are tested.

The actual implementation of the binary tree is made with an
implicit data structure in an array (Ahnentafel list). Nodes are
stored linearly from top to bottom and from left to right. This
structure needs no pointers and allows easy indexing to any of
the tree nodes. In Fig. 1 we show an example of a binary tree
representing a certain configuration and the structure actually
implemented in memory. Because parents are not necessary
after successful optimization of their children, more efficient
structures could be used. Since our tree search algorithm is
breath-first, an alternative implementation could be made via
a list-like structure: The parents are removed from the head,
replicated and, after successful optimization, the two resulting
components are moved to the tail. If unsuccessful, the parent
is moved to the tail and marked. The algorithm stops when all
the elements are marked. We note that, depending on the search
algorithms used on a tree, different data structures may be used.

3.7.1. Example

To exemplify the binary tree representation and its relation-
ship to the mixture components, we show in Fig. 2 a run of
the algorithm in a 2D point set generated by a mixture with
three Gaussians. Each of the sub-figures shows the state of the
mixture estimate and the associated binary tree, at the steps of
the algorithm when the new components are added or removed
from the tree. The grey nodes correspond to the active compo-
nents in the mixture, while the white nodes are used as backup
for backtracking operations. In the proposed algorithm, only



(a) Binary tree indices (b) Binary tree contents

Figure 1: Binary tree example: On the left we show the nodes’ in-
dices as they are stored in a linear array; on the right we show the
corresponding number of the mixture component, which points to a
structure with the component parameters. The O represents and empty
nodes corresponding to parent nodes that have been replicated and re-
placed by their descendants. On the given example, the tree’s actual
implementation is via the array: [0,0,1,2,0,0,0,0,0,3,4,0,0,0,0].

the immediate parents of the active nodes will be necessary for
backtracking. Whenever a component is expanded and none
of its expansions improves the solution, it is marked with an
asterisk, (x). These nodes will not be further elected for ex-
pansion. The numbers in the tree node represent the order the
components were created in the process. At the end of the opti-
mization, components 2, 10 and 11 constitute the solution. Note
that iteration 158 proposed an unsuccessful expansion of com-
ponent 3 along the principal dimension, while in iteration 163
the expansion of the same component along the second dimen-
sion succeeded. This illustrates the advantage of using a mul-
tidimensional replication strategy, without which the algorithm
might have been stopped prematurely.

4. Other finite mixture learning algorithms

In this section we provide a brief description about other two
approaches, based on finite mixture model estimation, namely:
(i) a previous work of ours (FASTGMM) [21], and (ii) the algo-
rithm of Figueiredo and Jain[22], that we denote FIGJ. These
methods will be used for comparison purposes in the experi-
mental results.

4.1. FASTGMM

The FASTGMM algorithm has been proposed in [21] and
uses a split-only approach. FASTGMM also starts with a single
component and sequentially splits components until no further
improvements are obtained. The main difference to the current
proposal is that in FASTGMM the component to split is cho-
sen in an irreversible way based on a few control parameters.
Each component in the mixture is characterised by the follow-
ing variables:

e Likelihood - the data likelihood for that component, i.e.
with other components removed.

e Age - a variable that measures how long the component’s
likelihood does not increase significantly;

e Area - the determinant of the covariance matrix, which
represents the “size” of the component.

A set of per-component time varying thresholds are considered:
o Arpy - for determining a significant increase in likelihood;

e Arp - for triggering the split process based on the compo-
nent’s age;

o &rpy - for deciding to split a gaussian based on its area.

At each time step, all components whose age is larger than Ay
and have not varied in likelihood more than Ary are elected
for possible split. The largest component of the eligible set (the
one with highest covariance matrix determinant) whose area ex-
ceeds Ery is split in two components with smaller covariance
and with means on major semi-axes middle points. The thresh-
olds are adapted at each iteration to prevent the algorithm from
stalling. When a component is split, its thresholds are reset.
The algorithm stops when the global log-likelihood no longer
increases. For more details please check [21].

4.2. FIGJ

The work of Figueiredo and Jain [22] (FIGJ) can be con-
sidered as a merge-only approach. A large number of compo-
nents is initially selected via random sampling on the available
dataset. As the algorithm progresses, components are evolved
and annihilated whenever their prior probability is too low,
which implicitly merges the deleted component with nearby
components.

To address the ill-posedness of random sampling initializa-
tion, the authors fixed a desired minimum probability of suc-
cessful initialization, €, i.e. the probability that after k samples
from the mixture, none is generated from a component with less
than «,,;, prior probability (sec. 6.1 of [22]). This leads to the

rule:
Ing

>
111(1 —(Xmm)

The means of the components are assigned to the value of the
sampled points and the covariances are initialized to 62/, where
o a fixed fraction of the mean of the variances along each data
dimension. For instance, suppose that to describe a data mixture
with about 12 classes, we decide to set the initial components
with the same prior probability, i.e. 1/12. Then, for a proba-
bility of successful initialization (draw at least one sample from
each component) of 90% — 1 —€¢ = 0.9 = ¢ = 0.1 leads
to Cpin = 26,4 = 27 as the minimum number of components,
i.e. which is more than double the real number components.
This may lead to a computational burden larger than other ap-
proaches.

k 13)

5. Experiments and Discussions

In this section we describe the experiments performed to
validate the proposed algorithm, which we denote FSAEM.
We compare to our previous approach (FASTGMM), and to
Figueiredo and Jain (FIGJ) algorithm.

We performed three experiments:

1. Clustering synthetic data with know generating mixture



2. Generic image segmentation
3. Object segmentation in simplified backgrounds

The first experiment is evaluated quantitatively with distance to
the ground truth mixture. The second experiment is evaluated
both quantitatively with data log-likelihood and qualitatively on
the characteristics of the segmentation. The third experiment is
evaluated qualitatively on human judgement about the correct
result. The latter has the purpose of assessing the applicability
of the algorithms to object manipulation in table-top scenar-
ios. All the experiments are benchmarked quantitatively on the
computation time.

5.1. Setting the Parameters

The only critical parameter in our algorithm is €, i.e. the
amount of perturbation that is given to the mean of each com-
ponent after replication (see sec. 3.6). For the experiments,
we have performed a grid search for the best mixture log-
likelihood, in the range 10E-6 to 10El, with steps of 0.1 in
the exponent. The “optimal” values found were € = 2.8 for the
2D data, and € = 0.1 for the color images. With respect to the
other two algorithms (FASTGMM and FIGJ) we followed the
guidelines presented in the corresponding publications.

5.2. Synthetic Data Clustering

In the first batch of experiments, we artificially created sets of
bi-dimensional data points by sampling known (ground truth)
Gaussian mixture distributions. Each set is composed by 2000
2D points using mixtures with different number of components.
We present 3 cases: i) a mixture with 3 low overlap compo-
nents; ii) 8 high overlapping components; and iii) 16 low over-
lap components. We applied the algorithms from Figueiredo
and Jain’s approach (FIGJ), our previous technique (FAST-
GMM), and our new approach (FSAEM) on the data sets. We
evaluated the output (estimated density) in terms of distance to
ground truth and the computation time of the algorithms. All
implementations are in non-optimized MATLAB code.

We evaluate the difference between the generated mixture
and the estimated one by a distance metric. Several metrics
have been proposed in the literature to measure distance be-
tween Gaussian mixture distributions, being the most common
ones the Kullback-Leibler distance, the Earth Mover’s distance,
and the Normalized L2 distance [33]. For computational rea-
sons, we have chosen the Normalized L2 distance because it
can be computed in closed form [34] with Gaussian mixtures
with more than one component, on the contrary to the Kulback-
Leibler and the Earth Mover’s distances [33].

Let us consider two Gaussian mixture distributions, indexed
by m:

K K
pm(x):ZWmiN(,umiaZmi)» Zwmk: I, m=12 (14)
i=1 =1

where A is the multivariate Gaussian density function.
The normalized L2 distance was introduced in [33] as:

dua(pr ) 2 [(1) = palo)? v

X

where the input distributions are normalised to unit L2-norm:

1

Pm(x) = me(x), Zy = /xpm(x)zdx

Because distributions are normalized ([, (x)?dx = 1), we
get:

A2 (1. 52) =2 (1 ~ [0 dx) (15)

X

To compute the normalisation terms and the closed form ex-
pression of the distance for Gaussian mixtures, the formulas for
the product of two Gaussian distributions are used [34], (Egs.
5.1 and 5.2):

N(:uaaza) 'N(/Jb,zb) = Za~bN(/~1a~baza~b)

with
T
Zab =(Z'+z,h)
Ha-b =Xop (X3 a+ 2, 1p)
Zap =] 27 (Za+p) |72 exp 2 ta—t)" (FatZs) " (ta—pn)

Thus, for the Gaussian mixtures, the normalisation terms can
be computed by:

1
expf%(:Umi*l—‘mj)T(ZmiJFij)71 (Hmi*l‘mj) ) 2

1
| 270 (Zi + Zmj) |2

I(m Klﬂ
I = Z Z WmiWm j

i=1j=1

The L2 distance (15) between two mixtures (14) then be-
comes:

KLYR wiwaiziiog
dua(p1,) =2 (1 - Z"lz"zllzz : ”2’> (6)
Fig. 3 shows the output of the test. Each row corresponds
to one of the datasets (3, 8, and 16 components respectively),
and each column corresponds to a different algorithms (FIGJ,
FASTGMM, and FSAEM respectively). Both FSAEM and
FIGJ successfully find a number of components close to the
ground truth, and have similar data fits, as shown in Fig. 3
and Tab. 1. Quantitatively, the log-likelihood and normalised
L2 distance values in FIGJ and FSAEM are very similar, with-
out significant differences. However, FSAEM has significantly
better computational times. FASTGMM shows a less stable be-
haviour in all aspects. Despite being the fastest algorithm, it
clearly presents worse results in the estimation of the number
of components and normalised L2 distance. For the mixture
with 3 components, FASTGMM actually shows the best log-
likelihood values, but this is an artefact due to the overestima-
tion of the number of components (the log-likelihood tends to
improve as the number of components grow, whereas the nor-
malised L2 distance is immune to this fact).

5.3. Image Segmentation

In the second set of experiments we use real color image data,
considering both pictures taken from photographic cameras and
pictures taken from video streaming cameras (webcams and



Input Algorithm # Im?lal # Dete'cted Actual gaussian # Tterations Elapsed Time Log-likelihood Normahzed Li
gaussians | gaussians number [s] Distance [ x 1077]
FIG] 16 3 309 9.55 —7249.1 2.7
3-gau: | FASTGMM 1 4 3 670 2.07 —7231.7 202.4
FSAEM 1 3 1106 4.59 —7249.0 3.1
FIGJ 23 7 225 14.69 —8397.5 9.8
8-gau: | FASTGMM 1 5 8 257 0.85 —8959.7 199.1
FSAEM 1 7 2055 11.11 —8397.4 10.2
FIG] 48 14 364 34.82 —8150.8 39.1
16-gau: | FASTGMM 1 8 16 476 2.94 —8693.8 311.9
FSAEM 1 16 2659 23.02 —8133.7 33.7

Table 1: Experimental results on synthetic data.

robot cameras). Each image generates a 5-dimensional data set,
where each data point is composed by the three components of
the RGB color space and its two dimensional pixel coordinates.
An input point p; has the form: p; = (R;, G;, Bi, X, yi)-

Again, we use the algorithms FIGJ, FASTGMM and FSAEM
to cluster the data points. However, the distance to the origi-
nal mixture cannot be evaluated in this case, since no ground

(R.G.B.x.y) Color Segmentation Results | truth data is available. Therefore, we rely on a qualitative eval-

Input | Algorithm | Fmnital [ #Detected Ty oo T Elapsed time [y neooq | uation through the data likelihood and a visual assessment of
components | components [s] . . .
el 5 5 o TR ie T the obtained segmentation. Again, we note that the purpose of
1 [FASTGMM I 7 590 75355 -43e5 this work is not to improve the state-of-the-art of image seg-
FSAEM 1 6 104 8.288 -3.9e5 . 10 .
T = = o et e mentation, but to compare the ability of our algorithm to be
2 [ FASTGMM 0 5 328 102.416 43¢5 quicker than other state-of-the-art in Gaussian mixture estima-
FSAEM 1 5 64 47.665 -4.3e5 . hile bei st : f f A vi
i B R s S0 e tion, while being competitive in terms of performance. A vi-
3 [ FASTGMM i 3 121 702 Z1e5 sual inspection of the segmentation results and the assessment
3. 3. . . . .. .
FSAEM ! 3 o8 303 3:5e3 of the data log-likelihood will be the means to check similarity
FIGJ 18 18 233 151.035 -4.5e5 bet diff t thod
4 FASTGMM 1 8 231 19.515 -4.2e5 ctween dirrerent metnods.
FSAEM ! 6 17 9990 -4-1es Fig. 4 shows the experimental results. For each row, from left
FIGJ 24 24 351 605.001 5.1e5 X o .
5 [TFASTGMM ] 10 631 99515 2.6e5 to right, we show the original image, the results of the FIGJ,
FSAEM ! 12 381 7827 -4.4e5 FASTGMM, and FSAEM. Table 2 presents numeric details,
FIGJ 16 16 352 242.379 -2.6e5 . .
6 [FASTGMM I ¥} 260 130416 3265 namely the final number of components, the data log-likelihood
FSAEM ! > 152 16.348 4305 and the computation time. From Fig. 4 we can notice the sim-
FIGJ 18 18 305 220.185 -5.9e5 . . . . .
7 [FASTGMM i 37 370 19359 4565 ilarity in output between the different methods, with FIGJ of-
FSAEM 1 19 73 161.534 -4.9¢5 ten resulting in a more detailed segmentation (higher number
FIGJ 5 5 503 18.557 -4.4e5 . .
3 [ TFASTGMM ; 3 354 37059 17565 of components). However this tendency for over-segmentation
FSAEM ! 3 245 17.354 -3.9e5 does not bring much added value to practical applications since
FIGJ 18 18 273 237.854 -5.3e5 . . .
o ' FASTGMM 1 3 376 37013 1965 objects become fractioned. In Table 2, we can notice that
FSAEM ! 7 213 26.259 -4.9¢5 FSAEM often produces slightly better data fits that the other
FIGJ 14 14 183 89.011 -4.7e5 . .
10 | TASTGMM I 7 330 8473 e methods and surpasses FIGJ about 8 X in computational per-
FSAEM 1 8 283 33.461 -4.1e5 formances, being now the clear winner.
FIGJ 13 12 159 47.778 -4.4e5
11 FASTGMM 1 8 329 35.269 -4.1e5
FSAEM 1 8 230 23.645 -3.7¢5 5.4. Object Segmentation
FIGJ 13 13 180 144.418 -6.9e5 . . . oy
12 | FASTGMM 1 P 193 30.269 ~6.4¢5 Flnally, in the last experlments, we evaluate the ablllty to
FSAEM ! 5 133 21.348 -6.4e5 segment objects in a simplified background scenario, typical

of robotic manipulation settings. We have used images taken
by the cameras of our robotic platform (the iCub), in differ-
ent lighting conditions. The scenario is composed by multiple
objects of interest with simple characteristics (blob like shapes
and uniformly coloured) laying on a table. As it was observed
in the previous experiment, the algorithm FIGJ proved too ex-
pensive for eventual real-time applications dealing with image
data, so it was not used in this last set of experiments.

The purpose of this experiment is to evaluate the ability of
color based mixture model estimation to be used as a pre-

Table 2: Experimental results on real images segmentation.



(R,G,B,x,y) Object Segmentation Results ‘

Image number | Algorithm Dete(l:ted number of Numb}er Elapsed Pe_rcentage time Fingl Percenta_lge fiifference
Gaussian components | of iterations | Time [s] | difference [%] | log-likelihood | on log-likelihood [%]
T em— T
L — e e am |
T T

Table 3: Experimental results on real robotic images. Segmentation performed in the (R, G, B, x,y) color space.

processing step in the pipeline of a simple object segmenta-
tion algorithm. The output of the mixture model clustering is
post-processed with a smoothing gaussian blur and a connected
components labelling in order to obtain compact and connected
objects on the scene.

Results are shown in Fig. 5. The obtained connected compo-
nents are highlighted with a cross identifying their centroid and
an ellipse showing their second order geometrical moments.
The first three columns on the left correspond to the FAST-
GMM method and the other columns present the FSAEM ver-
sion. We have chosen images with significant differences in
brightness, contrast and number of objects but we observe that
both algorithms perform similarly. FSAEM is able to better de-
tect the relevant objects in images (2) and (4), since FASTGMM
misses a couple of them. However, FSAEM detects one spuri-
ous object in image (3) and has problems in the left boundary
of image (1). Despite these problems could be mitigated via a
better tuning on the connected component parameters, the pur-
pose of this analysis is to comprove that both approaches are
viable to tackle this problem. The quantitative results presented
in Tab. 3 demonstrate that generally FSAEM runs faster in aver-
age. However, in images (1) and (2), the elapsed time is similar.
This is due to the low contrast of these images that produce a
segmentation with a low number of components, therefore both
algorithms finish early. We note however that the number of
components is not identical to the number of the detected ob-
jects due to the post-processing step via the connected compo-
nents algorithm. For images (3) and (4), a much larger number
of components was obtained and the computational advantages
of FSAEM are significant.

5.5. Final considerations

In this section we applied the proposed mixture model es-
timation algorithm to three different problems: Clustering 2D
data points, image segmentation and object segmentation. The
results of the proposed method were confronted with other two
state-of-the-art algorithms on gaussian mixture model estima-
tion. From the obtained results two main observations can be
made: (i) the proposed method is consistently more computa-
tionally efficient that the others, and (ii) there is no clear ad-
vantage of any of the algorithms in terms of output quality. In
some cases one algorithm shows slightly better output quality

than the others, but there is no systematic trend we could ar-
gue about. The proposed method also presents the advantage of
having a simple initialization procedure, a single parameter to
tune, and a deterministic behavior. As such, we believe FSAEM
is an approach worth exploring in practical applications requir-
ing real-time clustering and segmentation methods, as well as
for further advances on the theoretical aspects of mixture model
estimation.

6. Conclusion

This work presented a new unsupervised clustering algorithm
that estimates a finite mixture model by means of a modifica-
tion of the Expectation Maximization algorithm. The algorithm
determines both the model complexity and the mixture parame-
ters in an incremental fashion. It starts from a single component
describing all the data set and evolves by replicating compo-
nents in a binary tree structure in order to cover a significant
part of the search space. The resulting mixture is evaluated
with the Minimum Message Length model selection criterion.
The binary tree organization of the computations is a key fea-
ture of our approach. It improves the space coverage in a way
that leads to systematic gains in efficiency with respect to other
approaches of the same purpose. We performed experiments
involving synthetic data and real images, comparing our new
approach against the alternative approaches. We showed that
our new algorithm performs considerably faster while achiev-
ing competitive accuracy in data description. In future work
we will study more systematic ways of tuning the single free
parameter of the algorithm, looking forward for fully unsuper-
vised and automated mixture model estimation methods.
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Figure 2: Illustration of the evolution of the algorithm. Each subfigure represents a stage when new components are created or removed. In the
left of each subfigure it is represented the current state of the estimated mixture. The ellipses represent each of the components of the estimated
mixture. In the right of each subfigure it is shown the current structure of the search tree. Greyed nodes correspond to the active mixture
components. Nodes with an asterisk are marked as frozen because they have been expanded previously without success.
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Figure 3: Results of input clustering. Two-dimensional points, generated by the mixtures depicted in blue are represented as black dots in the 2D
plane. The estimated mixtures are represented in red. One can observe the equivalence between the tested methods on three different data sets,
generated by 3, 8 and 16 Gaussian mixtures, respectively.
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Figure 4: Color images segmentation: From image (1) to (6) we tested the algorithms on real images captured by our robotic platform RobotCub’s
cameras, and from (7) to (12) we exploit the algorithms’ possibilities on general real images.
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Figure 5: Image segmentation in the (R, G, B,x,y) color space. FASTGMM results are shown on the left, while FSAEM outcomes are represented
on the right. For each image, there is a subset composed by the original image, the color image reconstruction, and the binary image labeled
with the connected components, respectively. Each image contains the objects of interest highlighted in red for the color output, and green for the
binary output. The objects have been marked with their mean and covariance, represented as a regular ellipse in 2D, obtained with the connected
components labelling.
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