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Abstract— This work presents a multimodal bottom-up at-
tention system for the humanoid robot iCub where the robot’s
decisions to move eyes and neck are based on visual and
acoustic saliency maps. We introduce a modular and distributed
software architecture which is capable of fusing visual and
acoustic saliency maps into one egocentric frame of reference.
This system endows the iCub with an emergent exploratory
behavior reacting to combined visual and auditory saliency.
The developed software modules provide a flexible foundation
for the open iCub platform and for further experiments
and developments, including higher levels of attention and
representation of the peripersonal space.

I. INTRODUCTION

Organisms at all scales continuously select and structure
sensory stimulation through their morphologies and senso-
rimotor interactions [10] [26]. For instance, humans move
their eyes and head to focus on specific locations of interest,
thereby modulating the input to head related sensory systems.
It has been shown that doing so greatly supports subsequent
information processing [15] [21]. However, it is not clear
where to move head and eyes in order to select valuable
regions of interest in an appropriate sequence, especially as
different sensory modalities like vision, sound, smell and
touch need to be taken into account.

It is known that simple saliency mechanisms in the human
visual attention system, trigger multiple reflexive behaviors.
For example eye saccades are guided toward visual stim-
uli with high intensity or characteristic directional features
[27], [18], [25]. Similar attentive responses were found for
acoustic features [19]. Already at birth, the brain system
responsible for reflexive saccadic eye movements is relatively
mature [24] and it is assumed that eye saccades in the first
2 to 3 postnatal months are reflexive and controlled by
the superior colliculus [13]. The superior colliculus, which
is a subcortical structure located in the midbrain, has a
topographical map of the spatial environment and produces
activity that controls the direction and amplitude of the
reflexive saccade. There is evidence that this area is also
responsible for merging visual and auditory saliency from
modality specific frames of references in order to enable
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tugal {macl,alex,jhornstein,jasv}@isr.ist.utl.pt

Fig. 1. The iCub ego-sphere: a spherical, torso-based projection surface
for egocentric, multimodal saliency information.

a saccadic movement target to be chosen [7], [17], [19].
According to these findings, we focus on two intercon-
nected issues: i) construction of saliency maps by extracting
preattentive visual and acoustic features and, ii) fusion of
multimodal saliency into a single egocentric representation.
We note that this egocentric representation, or ego-sphere, is
adequate to represent all kinds of spatially related sensory
input.

A computational approach to preattentive visual features
has been described in earlier work such as [11], [12]. In
[11] an implementation capable of realtime performance for
computing visual saliency based on intensity, color, and
directional features is described in detail; an approach we
follow closely in this work. A system for computing auditory
saliency in a time-frequency domain is addressed in [14].
Saliency is assigned to short and long tones as well as to
gaps (the absence of frequencies in a broad band noise) and
to temporally modulated tones compared to stationary tones.
Our approach differs insofar as we are primarily interested in
extracting spatial information from a salient acoustic event
in order to build an egocentric map. In [4] visual saliency is
used to guide a 3-axis binocular vision system. As opposed
to the iCub’s head and eyes, this setup operates on a map
covering a delimited solid angle. Image rectification and
mosaicing allow the use of static stereo algorithms on the
active platform. [6] and [20] describe the implementation of
a complete ego-sphere for a humanoid robot, the sensory ego-
sphere (SES). The SES consists of a tessellated sphere which
partitions space into hexagonal or pentagonal regions. Each
vertex of this mesh corresponds to an index into a database
where sensory data related to the node’s region is stored.
Visual attention using the SES is described in [6] where a
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Fig. 2. The iCub head: six degrees of freedom; tilt, swing and pan for the
neck; independent pan and joint tilt for the eyes.

cumulative saliency value for each node is computed with the
FeatureGate algorithm [3] applied to registered images. This
approach faces the challenge of integrating attention points
calculated on overlapping images. Similar to the iCub ego-
sphere, the SES provides a form of short-term memory [20].
By storing data records in the underlying database together
with a time stamp the SES allows access to past sensory
information.

In this work we present a topologically organized ego-
sphere to smoothly combine spatial visual and acoustic
saliency maps. In order to capture saliency from the robot’s
entire surroundings, saliency maps originating from different
sensory modalities are aggregated on a continuous spherical
surface. Mapping 3D point locations to this ego-sphere
corresponds to a projection onto a sphere with infinite radius
centered at the robot’s body. Visual saliency is composed
of the results from preattentive filters for intensity, color
and direction in the sense of [11]. Additionally, a saliency
filter for motion detection [23] is integrated. Spatial auditory
saliency maps are generated using the position of detected
sound sources [8]. Based on the final egocentric saliency
map, the robot’s gaze direction is adjusted toward the most
salient location. This incorporates the actuation of neck and
eyes with a total of six degrees of freedom (Fig. 2) [1].
Finally, a dynamic inhibition-of-return mechanism acts as
the driving force for saliency based exploration of the robot’s
environment.

The structure of this paper is as follows: Section II
describes the implementation of visual and auditory saliency
filters. In sections III and IV we show how saliency informa-
tion from different sensory modalities is integrated into the
iCub’s ego-sphere and how the selection of a point of interest,
together with the inhibition of return mechanism, leads to a
dynamic attentive process. Subsequently, after some notes
concerning the software implementation, the results of our
experiments are presented. We conclude our explanations
with a discussion of the obtained results.

II. SALIENCY FILTERS

The multimodal egocentric map is built from saliency
information provided by each sensory channel. This section
describes the applied visual and auditory saliency filters.

A. Visual Saliency

Visual saliency information is calculated by combining the
result from several pre-attentive sub-filters into one final map
expressed in camera coordinates. The following paragraph
provides a brief overview of our approach and points the
interested reader to other published work.

Four different sub-filters (filtering intensity, color hue,
directional features and motion) contribute to the final visual
saliency map. Intensity saliency corresponds in a first step
to a simple grayscale conversion; subsequently, conspicuous
regions are extracted by filtering the map with Mexican
hat wavelets of different sizes. To weight and combine the
resulting maps we use a method proposed in [11]. The
color saliency filter follows the implementation presented
in [2]. Directional saliency is computed using gabor filters
at three different scales σ ∈ {2.0, 4.0, 8.0} in four different
directions θ ∈ {0◦, 45◦, 90◦, 135◦}. The resulting 12 maps
are weighted and combined as described in [11]. Motion
saliency resulting from moving objects is detected according
to the Reichardt correlation model [23]. The implementation
follows the details given in [9].

B. Auditory Saliency

The position of a sound source is estimated using in-
teraural spectral differences (ISD) and the interaural time
difference (ITD) as described in detail in [8].

To support the localization process, the robot is equipped
with two spiral formed ears. The form of the artificial pinna
gives spectral notches at different frequencies depending
on the elevation of the sound source. A notch is created
when the sound wave reaching the microphone is directly
canceled by the wave reflected in the pinna. This happens
when the microphone-pinna distance is equal to a quarter of
the wavelength of the sound (plus any multiple of half the
wavelenth). The notches, and with it the elevation estimate,
can then be found by looking for minima in the frequency
spectra.

To obtain the azimuth angle of the sound source, we use
the interaural time difference. By looking for the maximum
cross correlation between the signals at the right and left ear
it is easy to calculate the ITD and the azimuth angle knowing
the distance between the microphones and the sampling
frequency.

To get a measurement of the uncertainty in the estimated
position we divide the samples in several subsets and calcu-
late the azimuth and elevation angle for each subset. We then
compute the mean and standard deviation of the estimates.

III. AN EGO-SPHERE FOR MULTIMODAL SALIENCY

The ego-sphere is a projection surface for spatially re-
lated information. In general, such an egocentric map can
be used to capture information corresponding to different
cognitive levels. This includes low-level stimuli supporting
fast reflexive behavior as well as high-level abstractions of
the surrounding environment. In our approach, we use the
ego-sphere to build a coherent representation of multimodal
saliency. The ego-sphere is head-centered and fixed with
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respect to the robot’s torso. In this way, rotational or trans-
lational corrections are not required as long as the robot
does not translate. For efficiency reasons, the egocentric
maps are stored as rectangular images, expressed in spherical
coordinates (azimuth ϑ and elevation ϕ). The map’s origin
(ϑ = 0◦, ϕ = 0◦) is located at the center of the image.
The process of projecting saliency information onto the ego-
sphere is as follows:

1) convert stimulus orientation to torso-based, head-
centered coordinates using head kinematics,

2) represent orientation in spherical coordinates,
3) project stimulus intensity onto modality specific rect-

angular egocentric map,
4) aggregate multimodal sensory information.
Fig. 3 illustrates a spherical projection of a sound source

onto the ego-sphere. This is done by adding the extracted
localization information as a normal distribution to the
egocentric map. Values for new acoustic observations are
combined with past values by selecting the maximum am-
plitude.

Unavoidably, this projection leads to a deformation. A
projected shape is stretched in latitudinal direction by a factor
of 1/cos(ϕ). To improve the coherence of projected visual
saliency, maps originating from camera images are always
undistorted based on the camera’s intrinsic parameters.

A. Multimodal Saliency Aggregation

After converting the saliency information to a common
egocentric frame of reference, it is required to combine the
different sensory modalities into a single final map. This
is done by taking the maximum value across all saliency
channels at each location. Fig. 4 depicts the aggregation
process for visual and auditory saliency. While this approach
is fast and suited for many occasions, further work is needed
to explore different ways of fusing multimodal sensory
information onto a single saliency map. In fact, the aggre-
gation function may entail much more complex and context-
sensitive information. A talking face is usually considered
more salient than a silent one. Similarly a squeaky, colorful
toy is probably more interesting than a soundless color

Fig. 3. Projection of a sound source detected at longitude ϑ = −90◦ and
latitude ϕ = 45◦ with an extension σϑ and σϕ of 25◦ corresponding to the
calculated uncertainty. The red dotted lines indicate constant latitude and
longitude values.

blob. If we imagine an empty room where a human voice
is suddenly present, the resulting acoustic saliency should
be much higher than that in a face-voice context. These
examples suggest that, in the future, the system should be
able to learn the saliency aggregation function from its own
experience.

B. Short-term Memory

The egocentric saliency map corresponds to a short-term
memory for salient regions. This allows the robot to behave
in a more sophisticated way than a purely reactive agent
does. By considering memorized saliency information, the
robot can shift attention to previously discovered salient
regions. To do so, saliency values mapped to the ego-sphere
are maintained and decay at each time step according to a
forgetting factor dmem ∈ [0, 1].

IV. ATTENTION AND EXPLORATION

In the previous section we described how to integrate
multimodal saliency information into a unified spatial rep-
resentation. Based on the saliency ego-sphere, the robot is
able to select points of interest in order to explore its sur-
roundings. When referring to exploration, we do not consider
an optimal strategy in any sense, but want to investigate
if the robot is able to explore its vicinity by using basic
attentional mechanisms instead of employing any planning.
This exploratory behavior results from the interplay between
the attention selection and inhibition mechanisms.

The attention selection process selects a point correspond-
ing to the location with the highest overall saliency value.

The inhibition mechanism attenuates the saliency for lo-
cations which have been close to the focus of attention for a
certain amount of time. This modulation of the saliency map
is motivated by the ”inhibition of return” (IOR) observed in
human visual psychophysics [22]. To integrate the concept
of IOR, two additional egocentric maps are introduced, the
Habituation map H and the actual Inhibition map A.

The Habituation Maps encodes the way the visual sys-
tem gets used to persistent or repetitive stimuli, with the
system’s attention being drawn toward novel salient regions

Fig. 4. Multimodal saliency aggregation: saliency computed from sensory
signals (left to right); aggregation of different saliency channels on the
egocentric map (vertical direction, top down). Spatial auditory saliency is
shown as a vector containing center location and uncertainty information in
longitudinal and latitudinal direction plus an intensity value.
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(a) test scene (b) habituation map (c) inhibition map

Fig. 5. Exploration of a test scene with fast triggering and relatively slow
inhibition decay leading to accelerated and extensive scene exploration.
Saliency is calculated by the intensity filter with applied conspicuity
calculations.

in the environment. In our system, the Habituation Map is
initialized to zero and updated recursively according to a
Gaussian weighing function that favors the regions closer to
the focus of attention, (ϑ0, ϕ0)., The amplitude of Gaussian
weighing function, Gh(ϑ− ϑ0, ϕ− ϕ0) is normalized to 1.
The Habituation Map is updated according to:

H(t) = H(t− 1) + dh (Gh(ϑ− ϑ0, ϕ− ϕ0)−H(t− 1)) ,

where dh ∈ [0, 1] is the habituation gain and σior = 6◦ is the
variance of the Gaussian weighing function. While attending
to a salient point, the Habituation Map at that location will
asymptotically tend to 1, with dh determining the speed of
convergence.

Whenever the habituation value exceeds a predefined level,
the system becomes attracted to novel salient points. The In-
hibition Map represents perceptual regions that have already
been attended to and that should not capture the system’s
attention again in the near future, i.e. , local habituation leads
to inhibition of that location, [22].

The Inhibition Map is initialized to 1.0. Then, when the
habituation of a certain region exceeds a threshold th = 0.85,
the Inhibition Map is modified by adding a scaled Gaussian
function, Ga, with amplitude −1, centered at region with
maximum habituation and variance σior. The resulting effect
is that Ga adds a smooth ”cavity” at the respective position
in the Inhibition Map. The temporary nature of the inhibition
effect is modeled by a time-decay factor, da ∈ [0, 1], applied
at every location of the Inhibition Map.

A(t) = A(t− 1) + da(1.0−A(t− 1)), (1)

Finally, for attention selection the multimodal saliency
map is weighed (multiplied) by the Inhibition Map, thus
combining instantaneous saliency and the memory of re-
cently attended locations.

By combining saliency based attention selection and the
described inhibition mechanism, saccadic eye movements to-
ward the most salient locations occur in a self-controlled way.
The inhibition mechanism ultimately causes the formation
of a bottom-up exploratory behavior. The ability to select
and attend to an object during a longer time period can be
achieved either by adapting the habituation gain/threshold or
by higher order processes.

A snap-shot of the inhibition maps for a test scene explo-
ration are shown in Fig. 5. This behavior models qualitatively

the way people explore and observe pictures with, apparently
random, gaze shifts.

V. IMPLEMENTATION AND RESULTS

In this section we present results obtained by running the
described system on the iCub platform. Foregoing, we give
a brief overview of the implementation and provide some
details on the configuration of the setup.

The software is implemented and available as a portable
and open framework in C/C++. The middleware YARP
[16] [5] allows the implementation to be split into different
modules. A module in the YARP context is an independent
process which communicates via network or shared memory
with other connected modules beyond machine and platform
borders. Modules are designed to be used and connected to
each other in a flexible way. The core of the iCub attention
system is distributed to the modules: visual saliency, sound
localization, ego-sphere and attention controller.

Table I lists the user defined parameters and default con-
figuration values. The saliency ego-sphere uses a resolution
Rego of 320 by 240 pixels. This corresponds to a spatial
discretization of 1.125◦ in latitudinal and 0.75◦ in longitu-
dinal direction. The update time of the entire system cannot
be specified in a single frequency value as the different
software modules run at different rates. While the motor
control module operates at a frequency higher than 20 Hz, the
ego-sphere is updated between five to ten times per second.
All results presented below were obtained using a setup
where the robot’s torso is fixed with respect to the world
reference frame.

A. Spherical Mosaic

To visually check the precision of the spherical mapping,
the ego-sphere is used to map camera color images instead
of saliency maps. While moving the iCub’s neck and eyes,
undistorted camera images (320 by 240 pixels) are projected
onto the ego-sphere. The spherical map is configured to a
resolution of 640 by 480 pixels; Fig. 6 shows the resulting
mosaic. A slight error in projection is observed if the
current joint positions (encoder values) and camera images
are not perfectly synchronized. For closed loop movements

TABLE I
PARAMETERS AND DEFAULT CONFIGURATION SETTINGS

parameter value description
Rego 320×240 resolution of the final multimodal ego-

centric saliency map
Rcam 128×128 resolution of images grabbed from the

camera
dmem 0.95 short-term memory decay of multi-

modal saliency
da 0.03 inhibition decay
dh 0.2 visual habituation gain
th 0.85 threshold for triggering inhibition

based on habituation
σior 6◦ standard deviation of the Gaussian

fields Gh and Ga for habituation and
inhibition
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Fig. 6. Experiment V-A: spherical mosaic

like saccades this can be prevented by inhibiting image
projection until a ”motion done” signal is received from the
controlboard.

B. Visual Exploration

This experiment shows results running the system using
visual saliency information only. The robot is located in front
of a black curtain where three salient marks are placed. After
having focused on the first most salient location, the system
continues, driven by inhibition of return, to explore next most
salient locations in an emergent sequence. The three salient
locations excite the robot to explore the scene by shifting
its gaze along a triangular path (Fig. 7). Selected locations
are focused by moving neck and eyes. Convergence towards
target locations is shown in Fig. 8. We can see from the
results that all points are visited the same number of times.

Fig. 7. Experiment V-B (from left to right): Top: selected target locations
on the ego-sphere mosaic; middle: corresponding IOR maps (inhibited areas
in black); bottom: egocentric saliency map

Fig. 8. Experiment V-B: selected target locations and gaze path (target
positions are shown in red, the actual gaze path in blue)

C. Multimodal Exploration

In a second experiment aggregated visual and auditory
saliency is used to guide attention. As before, the iCub starts
exploring its environment based on visual saliency until it
perceives an acoustic stimulus. The top right image in Fig. 9
shows this event: talking to the robot causes auditory saliency
being added to the egocentric map and results in a shift in
gaze direction. The obtained gaze path is plotted in Fig. 9
(bottom). For this setup σior = 12◦ was used.

VI. DISCUSSION AND FUTURE WORK

We have presented a multimodal attentional system for
humanoid robots, based on bottom-up audio-visual cues.
By combining visual and auditory saliency information on
a single egocentric map, we are able to drive the robot’s
attention toward stimulating spatial locations, taking multiple
sensory modalities into account.

A dynamic inhibition-of-return mechanism allows the
robot to explore salient locations, mainly seeking the regions
that have not been attended to in the past. Despite the
relatively simple underlying mechanisms, the system shows
a rich attentional behavior. The system was implemented on
the humanoid platform iCub (only the head was used) and
runs in real-time. The experiments in the paper illustrate how
the robot reacts to its environment in a rather natural way,
the eyes and head being actuated in a non pre-programmed
manner. The robot’s focus of attention and the sequence of
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Fig. 9. Experiment V-C: Top: snap-shot of the egocentric mosaic, the IOR
map and the multimodal saliency map during an acoustic event; bottom:
gaze path visualization for multimodal exploration

gaze shifts are entirely determined by the environment, the
iCub automatically adapts its body and sensory systems to
the surrounding stimuli.

The ideas for future work are multifold. One research
direction is that of automatically adapting the attentional
system parameters to display the appropriate exploratory
behavior for each situation. We will also investigate how
to use the extracted feature/saliency maps to learn cross-
modal correlations and further causalities between observed
events and perceived sensory stimuli. We hope that these
research problems will allow us to further enhance the
iCub’s attentional capabilities without the need to resort
to the introduction of artificial higher-level modules. The
software implementation will be publicly available in the
iCub software repository.
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