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Abstract— Being able to localize the origin of a sound is
important for our capability to interact with the environme nt.
Humans can localize a sound source in both the horizontal and
vertical plane with only two ears, using the head related transfer
function HRTF, or more specifically features like interaural time
difference ITD, interaural level difference ILD, and notches in
the frequency spectra. In robotics notches have been left out
since they are considered complex and difficult to use. As they
are the main cue for humans’ ability to estimate the elevation
of the sound source this have to be compensated by adding
more microphones or very large and asymmetric ears. In this
paper, we present a novel method to extract the notches that
makes it possible to accurately estimate the location of a sound
source in both the horizontal and vertical plane using only two
microphones and human-like ears. We suggest the use of simple
spiral-shaped ears that has similar properties to the humanears
and make it easy to calculate the position of the notches. Finally
we show how the robot can learn its HRTF and build audio-
motor maps using supervised learning and how it automatically
can update its map using vision and compensate for changes in
the HRTF due to changes to the ears or the environment.

I. I NTRODUCTION

Sound plays an important role in directing humans’ attention
to events in their ecological setting. The human ability to lo-
cate sound sources in potentially dangerous situations, like an
approaching car, or locating and paying attention to a speaker
in social interaction settings, is a very important component
of human behaviour. In designing a humanoid robot that is
expected to mimic human behaviour, the implementation of a
human-like sound location capability as a source of integrated
information is therefore an important goal.

Humans are able of locating the sound sources in both
the horizontal and vertical plane from exploring acoustic
information conveyed by the auditory system, but in a robot
that uses two simple microphones as ears there is not enough
information to do the same. Typically the robot would be
able to calculate or learn the positions of the sound source in
the plane of the microphones, i.e. the azimuth which usually
corresponds to the horizontal plane. This can be done by
calculating the difference in time between the signal reaching
the left and the right microphone respectively. This is called
the interaural time difference (ITD) or the interaural phase
difference (IPD) if we have a continuous sound signal and
calculate the phase difference of the signal from the two

microphones by cross-correlation. However, the ITD/IPD does
not give any information about the elevation of the sound
source. Furthermore it cannot tell whether a sound comes from
the front or the back of the head. In robotics this is usually
solved by adding more microphones. The SIG robot [1] [2] has
four microphones even though two are mainly used to filter the
sound caused by the motors and the tracking is mainly done
in the horizontal plane. In [3] eight microphones are used, and
in [4][5] a whole array of microphones is used to estimate the
location of the sound.

While adding more microphones simplifies the task of sound
localization, humans and other animals manage to localize the
sound with only two ears. This comes from the fact that the
form of our head and ears change the sound as a function of
the location of the sound source, a phenomenon known as the
head related transfer function (HRTF). The HRTF describes
how the free field sound is changed before it hits the eardrum,
and is a functionH(f, θ, φ) of the frequency, f, the horizontal
angle,θ, and the vertical angle,φ, between the ears and sound
source. The IPD is one important part of the HRTF. Another
important part is that the level of the sound is higher when
the sound is directed straight into the ear compared to sound
coming from the sides or behind. Many animals, like cats,
have the possibility to turn their ears around in order to geta
better estimate of the localization of the sound source. Even
without turning the ears, it is possible to estimate the location
of the sound by calculating the difference in level intensity
between the two ears. This is referred to as the interaural
level difference (ILD). However, if the ears are positioned
on each side of the head as for humans, ILD will mainly
give us information about on which side of the head that the
sound source is located, i.e. information about the azimuth
which we already have from the ITD/IPD. In order to get new
information from the ILD we have to create an asymmetry
in the vertical plane rather than in the horizontal. This canbe
done by putting the ears on top of the head and letting one ear
be pointing up while the other is pointing forwards as done in
[6]. The problem with this approach is that a big asymmetry is
needed to get an acceptable precision and ILD of human-like
ears does not give sufficient information about the elevation
of the sound source.

For humans it has been found that the main cue for

jasv2
Text Box
IEEE/RSJ International Conference on Intelligent Robots and Systems, Beijing, China, Oct. 9-15, 2006.



estimating the elevation of the sound source comes from
resonances and cancellation (notches) of certain frequencies
due to the pinna and concha of the ear. This phenomenon
has been quite well studied in humans both in neuroscience
and in the field of audio reproduction for creating 3D-stereo
sound [7][8][9][10][11][12][13], but has often been left out in
robotics due to the complex nature of the frequency response
and the difficulty to extract the notches. In this paper we
suggest a simple and effective way of extracting the notches
from the frequency response and we show how a robot can
use information about ITD/IPD, ILD, and notches in order to
accurately estimate the location of the sound source in both
vertical and horizontal space.

Knowing the form of the head and ears it is possible to
calculate the relationship between the features (ITD, ILD,and
the frequencies for the notches) and the position the sound
source, or even estimate the complete HRTF. However, here
we are only interested in the relationship between the features
and the position. Alternatively we can get the relationshipby
measuring the value of the features for some known positions
of the sound source and let the robot learn the maps. Since
the HRTF changes if there is some changes to the ears or
microphones or if some object like for example a hat is
put close to the ears, it is important to be able to update
the maps. Indeed, although human ears undergo big changes
from birth to adulthood, humans are capable of adapting their
auditory maps to compensate for acoustic consequences of
the anatomical changes. It has been shown that vision is an
important cue for updating the maps [14], and it can also be
used as a mean for the robot to update its maps [6].

In the rest of this paper, Section 2 will show how we can
design a simple head and ears that give a HRTF similiar to
the human head and ears’ HRTF. In Section 3 we discuss how
to extract features such as ITD/IPD, ILD, and notches from
the signals provided from the ears. In Section 4 we show how
the robot can use the features to learn its audio-motor-map.
In Section 5 we show some experimental results. Conclusions
and directions for future work are given in Section 6.

II. D ESIGN OFHEAD AND EARS

In this section we want to describe the design of a robot’s
head and ears with a human-like HRTF, and hence with
acoustic properties for the ITD, ILD, and frequency notches
similar to those observed in humans. The HRTF depends
on the form of both the head and the ears. The ITD/IPD
depends on distance between the ears and the ILD is primarily
dependent on the form of the head and to less extent also the
form of the ears, while the peaks and notches in the frequency
response mainly are related to the form of the ears.

For the sake of calculating the HRTF, a human head can be
modeled by a spheroid [15] [16]. The head used in this work
is the iCUB head which is close enough to a human head to
expect the same acoustic properties. The detailed design ofthe
head is described in [17] but here we can simply consider it
a sphere with a diameter of 14 cm.

The ears are more complex. Each of the robot’s ears was
built by a microphone placed on the surface of the head and
a reflector simulating the pinna/concha, as will be described
in detail below. The shape of human ears differs substantially
between individuals, but a database with HRTF for different
individuals [18] provides some general information on the
frequency spectra created for various positions of the sound
source by human ears. Obviously one way to create ears for
a humanoid robot would be simply to copy the shape of a
pair of human ears. That way we can assure that they will
have similar properties. However we want to find a shape
that is easier to model and produce while preserving the main
acoustic characteristics of the human ear. The most important
property of the pinna/concha, for the purpose of locating the
sound source, is to give different frequency responses for
different elevation angels. We will be looking for notches in
the frequency spectra, created by interferences between the
incident waves, reaching directly the microphone, and their
reflections by the artificial concha, and want the notches to
be produced at different frequencies for different elevations.
A notch is created when a quarter of the wavelength of the
sound,λ, (plus any multiple ofλ/2) is equal to the distance,
d, between the concha and the microphone:

n ∗
λ

2
+

λ

4
= d (n = 0, 1, 2, ...)

For these wavelengths, the sound wave that reaches the
micrphone directly are cancelled by the wave reflected by the
concha. Hence the frequency spectra will have notches for the
corresponding frequencies:

f =
c

λ
=

(2 ∗ n + 1) ∗ v

4 ∗ d
(1)

c = {speed of sound} ≈ 340 m/s (2)

To get the notches at different frequencies for all elevations
we want an ear-shape that has different distance between the
microphone and the ear for all elevations. Lopez-Poveda and
Meddis suggest the use of a spiral shape to model human ears
and simulate the HRTF [19]. In a spiral the distance between
the microphone, placed in the center of the spiral, and the
ear increases linearly with the angle. We can therefore expect
the position of the notches in the frequency response to also
change linearly with the elevation of the sound source.

We used a spiral with the distance to the center varying from
2 cm below to 4 cm in the top, Figure 1. That should give us
the first notch at around 2800 Hz for sound coming straight
from the front and with the frequency increasing linearly asthe
elevation angle increases, Figure 2. When the free field sound
is white noise as in the figure it is easy to find the notches
directly in the frequency spectra of either ear. However, sound
like spoken language will have its own maxima and minima
in the frequency spectra depending on what is said. It is not
clear how humans separate what is said from where it is said
[20]. One hypothesis is that we perform a binaural comparison
of the spectral patterns, as have also been suggested for owls
[21]. Both humans and owls have small asymmetries between



Fig. 1. Pinna and concha of a human ear (right), and the artificial
pinna/concha (left)

Fig. 2. Example of the HRTF for a sound source at a) 50 degrees above, b)
front, and c) 50 degrees below

the left and right ear that can give excellent cues to vertical
localization in the higher frequencies. These relatively small
asymmetries that provide different spectral behaviour between
the ears should not be confused with the large asymmetries
needed to give any substantial difference for the ILD. Here we
only need the difference in distance between the microphone
and the ear for the right and left ear to be enought to separate
the spectral notches. In the optimal case we would like the
right ear to give a maximum for the same frequency that the
left ear has a notch and hence amplify that notch. This can be
done by choosing the distance for the right ear,dr, as:

dr(φ) = 2
mr + 1

2 ∗ nl + 1
∗ dl(φ)

wheremr=maxima number for right ear,nl=notch number for
left ear, anddl=distance between the microphone and ear for
left ear.

If we for example want to detect the third notch of the left
ear, and want the right ear to have its second maxima for the
same frequency, we should chose the distance between the
microphone and ear for the right ear as:

dr(φ) = 2
2 + 1

2 ∗ 3 + 1
∗ dl(φ) = 6/7 ∗ dl(φ)

In the case of two identical ears we can not have a maxima
of the right ear at the same place as the left ear has a notch
for all elevations. The best we can do is to choose the angle
between the ear so that the right ear has a maxima for the
wanted notch when the sound comes from the front. In the
specific case of the ears in Figure 1 the optimal angle becomes
18 degrees.

The ears were constructed from a thin metal band which
was easy to bend into a spiral shape. Metal also has the
property that it almost completely reflects the sound which
makes it a good material for making ears. The metal band
was then fixed onto a of thick paper with holes in the center
for the microphone. For the first experiments presented in this
paper we used professional omnidirectional condenser micro-
phones fixed directly to the head pointing sideways/forward
at an angle of 45 degrees with the tip of the microphone
approximately 7 mm outside the head. We then changed to
cheap web-microphones pointing straight to the side without
any notable effect on the results. The final setup is shown in
Figure 3.

Fig. 3. icub with ears

III. F EATURES

As discussed in the introduction, humans mainly depend on
three different features for localizing the sound source: the
interaural time difference ITD, the interaural level difference
ILD, and the notches in the frequency response of each ear.
In this section we show how to extract the features given the
signalssl(t) andsr(t) from the left and right ear respectively.



The first step is to sample the sound. We sample the sound
for 1/10 s using the sample frequencyFs=44100 Hz. This
gives usk=4410 samples. We then calculate the mean energy
as a sum of square of the given samples divided by the number
of samples:

∑

k

(

s2
l (k) + s2

r(k)
)

/k. A simple threshold value
is used to decide if the sound has enough energy to make it
meaningful to try to extract the features and try to localize
the sound source. The calculation of the individual features is
explained below.

A. Interaural time difference, ITD

The interaural phase difference is calculated by doing a
cross-correlation between the signals arriving to the leftand
right ear/microphone. If the signals have the same shape we
can expect to find a peak in the cross-correlation for the
number of samples that corresponds to the interaural time
difference, i.e. the difference in time at which the signal arrives
at the microphones. We can easily find this by searching for
the maximum in the cross correlation function. Knowing the
sampling frequencyFs and the number of samplesn that
corresponds to the maximum in the cross-correlation function
we can calculate the interaural time difference as:

ITD =
n

Fs

If the distance to the sound source is big enough in compar-
ison to the distance between the ears,l, we can approximate
the incoming wave front with a straight line and the difference
in distance∆l traveled by the wave for the left and right ear
can easily be calculated as:

∆l = l sin(θ)

Fig. 4. Interaural time difference

where θ is the horizontal angle between the head’s mid
sagittal plane and the sound source, Figure 4. Knowing that
the distance traveled is equal to the time multiplied with the
velocity of the sound we can now express the angle directly
as a function of the ITD:

θ = arcsin
(

ITD ∗
c

l

)

However for the sake of controlling the robot we are not
interested in the exact formula since we want the robot to
be able to learn the relationship between the ITD and the
angle rather than hard coding this into the robot. The important
thing is that there exists a relationship that we will be ableto
learn. We therefore measured the ITD for a number of different
angles in an anechoic room, figure 5.
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Fig. 5. ITD for different positions of the sound source

B. Interaural level difference, ILD

The interaural level difference ILD, is calculated as a
function of the avarage power of the sound signals reaching
the left and right ear.

ILD = 10 ∗ log10

(∑

k s2
l (k)

∑

k s2
r(k)

)

Sometimes the ILD is calculated from the frequency re-
sponse rather than directly from the temporal signal. It is
easy to go from the temporal signal to the frequency response
by applying a fast Fourier transform FFT. The reason for
working with the frequency response instead of the temporal
signal is that it makes it easy to apply a high-pass, low-
pass, or band-filter on the signal before calculating its average
power. Different frequencies have different properties. Low
frequencies typically pass more easily through the head and
ears while higher frequencies tend to be reflected and their
intensity more reduced. One type of filtering that is often
used is dBA which corresponds to the type of filtering that
goes on in human ears and which mainly takes into account
the frequencies between 1000 Hz and 5000 Hz. In [6] a band-
pass filter between 3-10 kHz have been used which gives them
a better calculation of ILD. Different types of head and ears
may benefit from enhancing different frequencies. Here we
calculate the ILD directly from the temporal signal which is



equivalent to considering all frequencies. The response for a
sound source placed at different angles from the head is shown
in figure 6.
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Fig. 6. ILD for different positions of the sound source

C. Spectral notches

Existing methods for extracting spectral notches such as
[22][23][24] focus on finding the notches in spectral diagrams
obtained in anechoic chambers using white noise, such as the
diagrams presented in Figure 2. For a humanoid robot that has
to be able to turn towards any type of sound these methods
are not suitable. In this section we suggest a novel method to
extract the frequency notches that is reasonable fast and simple
to implement while giving better accuracy for calculating the
elevation of the sound source than methods based on ILD. The
method makes use of the fact that we have a slight asymmetry
between the ears and has the following steps:

1) Calculate the power spectra density for each ear
2) Calculate the interaural spectral differences
3) Fit a curve to the resulting differences
4) Find minima for the fitted curve

To calculate the power spectra we use the Welch spectra
[25]. Typical results for the power spectra density,Hl(f) and
Hr(f), for the left and right ear respectively are shown in
figure 7. As seen the notches disappears in the complex spectra
of the sound, which makes it very hard to extract them directly
from the power spectra. To get rid of the maxima and minima
caused by the form of the free field sound, i.e. what is said,
we calculate the interaural spectral difference as:

∆H(f) = 10 ∗ log10 Hl(f) − 10 ∗ log10 Hr(f) =

= 10 ∗ log10

(

Hl(f)

Hr(f)

)

Finally we fit a 12 degree polynomial to the interaural
spectral difference. The interaural spectral difference and the

fitted polynomial are shown in Figure 7. From the fitted
function it is easy to extract the minima. In this work we have
chosen to use the first minima over 5000 Hz as a feature.
In this specific setup that corresponds to the second notch.
However the position of the notches depends on the design
of the ears and for other types of ears other frequencies will
have to be used.
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As seen in Figure 7 the minima more or less corresponds to
the expected frequencies of the notches for the left ear. This
is because we carefully designed the ears so that the notches
from the two ears would not interfere with each other. In this
case we could actually calculate the relationship between the
frequency of the notch and the position of the sound source.
However, in the general case it is better to let the robot learn



the HRTF than to actually calculate it since the position of the
notches is critically affected by small changes in the shapeof
the conchas or the acoustic environment. Also, if we learn
the relationship rather than calculating it we do not have to
worry about the fact that the minimas that we find do not
directly correspond to the notches as long as they change with
the elevation of the sound source. In figure 8 we show the
extracted feature with the sound source placed at a number of
different positions in relation to the head.
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Fig. 8. Notch frequencies for different position of the sound source

IV. A UDIO-MOTOR MAPS

In this section we are going to map sound features to the
corresponding3D localization of sound sources. We present
solutions to: i) learn this map, ii) use it to control a robot
toward a target and iii) to improve its quality online.

As seen before, differences in the head size, ear shapes or
even a hat in the robot can dramatically change the frequency
response of the microphones. The coordinate transformation
from the ears to the vision and the control motors is difficult
to calibrate. Because of this, the system should be able to
adapt to these variations. The exact solution we have for the
pan localization is only valid when the sound source is in the
same plane as the receptors, by having a learning mechanism
we can combine the vertical and horizontal information to have
a better localization.

A map m from the sound featuresC to its localization
written in head spherical coordinatesSH can be used to direct
the head toward a sound source. This map can be represented
by SH = m(C). A simple way to move the head toward the
target is to move the head pan and tilt by an increment∆θ
equal to the position of the sound source, i.e.∆θ = SH .

Although the function is not linear, if we restrict to the space
of motion of the head in can be considered as such, we can
observe this by noting that the features in Figures 5 and 8 are
almost planar. Because of this, the nonlinear function can be
approximated by a linear function:

SH = MC

This simpler model allows a faster and more robust learning.
To estimate the value ofM a linear regression with the
standard error criteria was selected:

M̂ = arg min
M

∑

i=1

‖∆θ − MCi‖
2 (3)

This solution gives an offline batch estimate, for online
estimation a Broyden update rule [26] was used. This rule
is very robust, fast, has just one parameter and only keeps in
memory the actual estimative ofM . Its structure is as follows:

M̂(t + 1) = M̂(t) + α

(

∆θ − M̂(t)C
)

C>

CTC
(4)

whereα is the learning rate. This method is useful to be used
in a supervised learning method, where the positions corre-
sponding to a certain sound are given. This is not the case for
an autonomous system. A robot needs an automatic feedback
mechanism to learn the audio-motor relation autonomously.
Vision can provide information in a robust and non-intrusive
way. As the goal of this robot is to interact with humans the
test sound will be produced by humans and so the robot knows
the visual appearance of the sound source. A face detection
algorithm based on [27] and [28] was used and Figure 9
presents the result of the algorithm. After hearing a sound
the robot moves to the position given by the map. If the
human head is not centered in the image then a visual servoing
behavior is activated in order to bring the observed face to the
image center, for this the robot is controlled with the following
rule:

θ̇ = J+

H Ḟp

whereθ̇ is the velocity for the head motors,J+

H is the pseudo-
inverse of the head jacobian anḋFp is the desired motion of
the face in the image. When the face is in the center of the
image the audio-motor map can be updated using the learning
rule of Eq. 4. Table I presents the final algorithm.

TABLE I

ALGORITHM FOR AUTONOMOUSLY LEARNING A AUDIO-MOTOR MAP BY

INTERACTING WITH A HUMAN

1) listen to sound
2) move head toward the sound using the map
3) locate human face in the image
4) if face not close enough to the center

a) do a visual servoing loop to center the face
b) update the map



Fig. 9. Result of the face detection algorithm used as a feedback signal for
the sound localization algorithm.

V. EXPERIMENTAL RESULTS

We acquired a dataset in a silent room with a white-
noise sound-source located1.5m from the robot. We recorded
1 second of sound in132 different head positionsθ by moving
the head with its own motors. A set of features was evaluated
from this data consisting ofITD and the notch frequency
evaluate on0.1 second. Figure 8 shows the resulting feature
surfaces after averaging them on11 samples. This is used as
the training dataset.

A second dataset was created to test the learning method.
The procedure was similar to the previous one but the sound-
source was replaced by a human voice sound. This was
done because the system should operate in an human-robot
interaction and also to evaluate the generalization properties
of the method.

The map was then estimated with the optimization problem
in Eq. 3, Figure 10 presents the reconstruction error by
showing for each head position the corresponding error in
reconstruction. We can see that the worst case corresponds to
the joint limits of the head but it is always less than0.1 rad,
which is very small. As a comparison we can note that0.1 rad
is the size of a adult human face when seen from1.5 m of
distance. The error increase near the limits is due to the non-
linearity of the features being approximated by a linear model,
however with this small error the computational efficiency and
robustness makes us choose this model.

Finally we have done a test in a real world environment
and interaction. The test was done in our offices and after
hearing a sound the head moves to the corresponding position.
The previously learned function was used as a bootstrap. The
map quality would always guaranty that the sound source was
located in the camera images, even though it was not learned
neither in the same environment nor considering the eye-neck
coordinate transformation. In order to improve even further
the results we followed the steps of the algorithm presented
in Table I. Figure 11 presents the evolution of the error
during the experiment. The error represents the difference, in
radians, from the position mapped by the model and the real
localization of the person. We can see that this error decreased
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Fig. 10. Audio-motor map reconstruction error for each headposition (Top:
error in pan, Middle: error in tilt, Bottom: total error)

towards less than one degree.

VI. CONCLUSION

In this paper we have presented a novel method for estimat-
ing the location of a sound source using only two ears. The
method is inspired by the way humans estimate the location
from features such as interaural time difference ITD, interaural
level difference ILD, and spectral notches. We suggest the use
of spiral formed ears of slightly different size or with different
inclination to make it easy to extract the notches. The spiral
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form also makes it easy to mathematically derive the HRTF
for the robot, thus making it possible to simulate the features
and/or building controllers based on the HRTF.

We have also shown that the robot can learn the HRTF
either by supervised learning or by using vision. Initial audio-
motor maps either calculated or learnt combined with an online
vision-based update of the maps are suggested for the control
of the robot. This makes it possible for the robot to compensate
for small changes in the HRTF caused by dislocations of the
ears, exchange of microphones, or placement of objects likea
hat close to the ear.

The suggested method has good accuracy within the pos-
sible movements of the head used in the experiments. The
error in the estimated azimuth and elevation is less than 0.1
radians for all angles, and less than 0.02 radians for the center
position.

The method is especially suitable for humanoid robots
where we want ears that both look like human ears and
perform like them. The precision in the estimate of the position
is more than enough for typical applications for a humanoid
like turning towards the sound.

Future work includes resolving front-back ambiguities and
learning the HRTF for wider angles than the movements of the
head which demands other approximations of the audio-motor
map than linear.
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