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Abstract— We describe the design of an anthropomorphic
robot, combining a binocular head, an arm and a hand, for
research in visuomotor coordination and learning by imita-
tion. Our goal was to produce a system resembling the human
arm-hand kinematics as closely as possible, while keeping it
simple and relatively low-cost. We present mechanical details,
kinematics and sensors together with a discussion of the
main design options. We present results with human-arm
coordination, as well as imitation of a human demonstrator,
in real time.

I. I NTRODUCTION

Research in imitation, skill transfer and visuomotor co-
ordination have become increasingly important in the past
few years, partly motivated by the advances in computing
power and knowledge about vision or motor control in
biological systems, and pushed by applications like service
robotics or robot companions. However, such research
efforts are often undermined by the unavailability of ad-
equate, hand-eye-head robotic research platforms.

The goal of this paper is two-fold. On one hand, we
describe the design procedure (and final result) of a hu-
manoid robotic torso combining an anthropomorphic arm,
hand and binocular head (Figure 1), driven by the research
needs. On the other hand, we show preliminary results on
imitation learning with this system.

Fig. 1. Cad Model and real robot

Ever since the 60’s, when the first robotic arms appeared,
the development of new systems has never stopped. The
PUMA is perhaps the most widely known robot arm, with

6 degrees of freedom and it is extremely robust. However,
the control architecture is closed, the cost is relatively
high for many research labs, the controllers (and power
amplification) are quite large and only a simple gripper
is available. There are other systems in the market, with
lower cost and size. For example, theKATANA [1] is a
small manipulator, with an open architecture but it only
has 5 degrees of freedom and a simple gripper.

With the increasing interest in humanoid robots, many
different arm and hand designs have been suggested. The
design varies quite significantly according to the desired
use for these robots. Humanoid torsos, comprising arms
and head, have been used to study head/arm coordination
[2], [3], [4]. For legged robots there are several topics for
research. These robots must generate the necessary torques
to carry their own weight [5], [6]. Some of these robots
may be able to fall down and stand-up by themselves. Other
robots are designed to study human locomotion [7], [8].

It is known that for a stable grasp we need at least
3 fingers, which is the reason why most robotic hands
contain 3 fingers. The kinematics ofShadow[9] resembles
that of the human hand, with 21 degrees of freedom
(DOFs). Other projects tried to achieve the same number
of degrees of freedom, but not all of them can be
controlled independently. The Karlsruhe[10] hand has 20
DOFs, actuated by a single motor. The rationale of the
design is that the exact position of each finger is not
important, when grasping objects in different ways. If the
hand can automatically (passively) adapt to the object
shape, then stable grasp can be achieved with minimum
computation. Another robot hand with 13 degrees of
freedom is described in [11].

There are some works using robots to study imitation.
Imitation is believed to be an important path towards
autonomous humanoid robotics [12]. In [13] the
movements of a person are tracked with a stereo
camera using markers. Then, the full-body imitation is
achieved through iterative optimization to solve the inverse
kinematics. The work described in [14] modeled several
components of the brain, presumably involved in imitation.
This work was extended for the case of grasp recognition
(mirror neurons) [15] and an implementation with video
data was used. Although good results were obtained, the
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visual features used are very difficult to extract, which
makes it difficult to use in real world conditions. For the
case of learning motor skills, [16] presents a biologically
motivated architecture. This systems works with real data
and learns repetitive patterns and precise movements for
grasp and reaching. Several other works used biological
principles in order to achieve imitation [17].

The long-term goal of our research consists in devel-
oping methodologies whereby and artificial system can
learn to perform new tasks by observing other robots
or human tutors. The ability to understand and perform
human-like gestures is therefore of the utmost importance,
and constitutes the fundamental constraint for our design.

Hence, our design of a human-like robotic torso, consist-
ing of a head, arm and hand, was driven by the following
constraints:

• The robot kinematics should resemble that of the
human torso. It should be able to perform human-like
movements and gestures, as well as to allow a natural
interaction with objects (e.g. while grasping).

• Payload of at least500grs (with the hand).
• Force detection should be possible.
• Ease of maintenance and low-cost.
The constraint on the kinematics basically precludes the

usage of commercially available systems. Most standard
robot arms, like the PUMA, have the first 3 degrees of
freedom (base azimuth, elevation and elbow elevation)
to position the end effector in space, while the last 3
DOFs (in the wrist) allow the control of orientation. One
important movement in the human arm is the rotation
around the upper arm, that one cannot find in commercial
systems. This movement enables the arm to better deal
with obstacles and comfort, when manipulating (e.g.
writing with the arm standing on a table compared to
writing on a black board), and leads to more natural
movements. Our robot arm is able to perform rotations
around the upper arm. Although we have only two degrees
of freedom in the wrist, combined with the DOFs available
in the hand we get sufficient dexterity.

The Karlsruhe hand design has the attractive feature
of allowing full adaptation to object’s shape, while using
just a single motor. We followed a similar concept to
reduce the number of actuators, by keeping some degrees
of freedom in the hand coupled. One important limitation
with the Karlsruhe hand is that it cannot perform hand
gestures, since the different fingers cannot be controlled
independently. For closing some fingers independently,
some DOFs must be decoupled.

Our hand has eleven degrees of freedom, that are con-
trolled by four motors included in the hand. With this
choice, our robot hand can adapt passively to the shape of
objects but it can also perform a number of hand gestures
that a simpler design would not allow. Thus, our design
represents a tradeoff between simplicity and multi-purpose
use. We show that several objects can be grasped: sphere,
box, cylinders and general geometric shapes. With its four

independent controllers it is also possible to perform the
most significant hand gestures.

Since our anthropomorphic arm-hand will be in contact
with objects in the world, it is necessary to be able to
sense forces acting upon the system. We chose motor
controllers with this capability. In every movement, the
arm motor is limited to a maximum torque (current). For
the hand, we also installed force sensors in the fingers
pulp and palm to better control the exact contact forces.

The usage of standard components, whenever possible,
has an important impact on the overall cost of actually
producing the system, an important constraint for many
research groups. We used regularDC motors with reduced
backlash and off-the-shelf mechanical parts. The robot
structure was machined in a workshop at our institute.

The arm can be assembled or disassembled easily. The
overall design involved several iterations between design,
analysis of specifications and prototyping. We are now
obtaining the first results and we consider that it can be
very attractive for other research labs as well.

We will show several properties of our system. The
specific kinematics is redundant for positioning the hand.
The arm can be coordinated with the head in order to
always foveate the hand. Several objects can be grasped
in a stable way.

As our goal for constructing this system was imita-
tion we will present results where a person movement
is mimicked by the robot. A specific vision system was
implemented in order to do this. We developed a system
that tracks people in real-time, based on the skin color
information, vertical position and static background.

In Section 2, we present the detailed design of the
anthropomorphic robot arm. Section 3 is devoted to the
design and demonstration of the multi-fingered robot hand.
Section 4 describes the binocular robot head used in the
torso. Section 5 presents some results on gesture imitation
performed with this system and in Section 6, we draw some
conclusions and point out directions of future work.

II. D ESIGN OF AN ANTHROPOMORPHIC ROBOT ARM

As we mentioned before, our goal is to design a robot
arm for conducting research in human-based imitation,
learning and visuomotor coordination. For this reason, the
arm kinematics must resemble that of humans. In this
section, we present an overview of the kinematics of the
human arm, followed by the description of our design
options and results. Finally we describe the direct and in-
verse kinematics of our anthropomorphic robot arm. When
presenting the inverse kinematics, we will demonstrate
some interesting properties of our design.

A. The human arm anatomy

For the sake of completeness of the paper, we summarize
here the main facts related to the human arm anatomy. It
consists of a synthesis of what can be found in [18].

The human arm is a very complex system. The upper
limb is composed of three chained mechanisms, the shoul-
der girdle, the elbow and the wrist. Considering bones in



pairs, seven joints may be distinguished. Except for the
scapulo-thoracic joint, one can neglect the translational
movement with respect to rotations, and assume that these
joints behave as ball and socket joints, allowing 3 degrees
of freedom (DOF) in rotation.

The seven joints can be identified as follows: the sterno-
clavicular joint(3 DOF), which articulates the clavicle by
its proximal end onto the sternum, the acromio-clavicular
joint, which articulates the scapula by its acromion onto
the distal end of the clavicle; the scapulo-thoracic joint(5
DOF), which allows the scapula to glide on the thorax;
the gleno-humeral joint(3 DOF), which allows the humeral
head to rotate in the glenoid fossa of the scapula; the ulno-
humeral and the humero-radial joints; which articulate both
ulna and radius on the distal end of the humerus, and finally
the ulno-radial joint where both distal ends of ulna and
radius join together(2 DOF).

To perform these movements, the upper limb is equipped
with not less than 21 muscles actuators. Some muscles have
very broad attachments, while some others divide in several
bundles attached on different bones. These muscles can
be classified in several groups according to the bone they
move and the DOF they control. As muscles never work in
isolation, natural movements always involve the motions
of all bones. For a complete analysis, it is necessary to
consider the motion of the mechanism as a whole.

B. Robot arm design

From the previous description, it is clear that it would
be extremely difficult (if not impossible) to design a robot
arm with the exact amazing capabilities of motion of the
human arm. For constructing our robot arm, we were
forced to introduce some simplifications, yet with the
care of maintaining the main functional requirements. The
shoulder was modeled with 3 DOF: external/internal rota-
tion, abduction/adduction and extension/flexion. The elbow
is endowed with 2 DOF: extension/flexion and supina-
tion/pronation. Finally, the wrist possesses 1 DOF: exten-
sion/flexion. Wrist abduction/adduction is not included but
we will see that it is compensated by the hand.

The following sections describe the arm kinematics.

B.1. Direct Kinematics

In this section we present the computational model for
the arm kinematics. The arm is described with the modified
Denavitt-Hartenberg parameters [19], shown in Table I.
The corresponding axes are illustrated in Figure 2.

The first three joints model the shoulder. The first joint
is responsible for abduction/adduction, the second for ex-
tension/flexion and the third for external/internal rotation.
The fourth joint makes the extension/flexion of the elbow,
the fifth the pronation/supination of the fore-arm and the
sixth the extension/flexion of the wrist.

B.2. Inverse Kinematics

The inverse kinematics will be done in two parts: po-
sition of the wrist and orientation of the hand. Due the
particular structure of the arm, an iterative process may be

Fig. 2. Kinematic structure for the arm and head.

Joint ai−1 αi−1 di θi(deg) limits(deg)

1 0 0 0 θ1 [-45 135]
2 0 90 0 θ2 + 90 [-110 10]
3 0 90 l1 θ3 + 90 [-90 0]
4 a1 90 0 θ4 [-90 0]]
5 −a2 -90 l2 θ5 + 90 [-90 90]]
6 0 90 0 θ6 [-45 45]

TABLE I

MODIFIED DENAVITT-HARTENBERG PARAMETERS OF THEPRONATOR

ARM . ALL ANGULAR VARIABLES ARE EXPRESSED IN DEGREES.

necessary. In most robot arms (e.g. the PUMA), the first
3 links determine the end-effector’s position and the last
three the orientation. In our arm the third joint contributes
both to position and to orientation of the hand.

Let P denote the desired position of the wrist, andZ
be the null vector. Writing these vectors in homogeneous
coordinates, we have:

P = [x y z 1]T Z = [0 0 0 1]T

The wrist position,P , can be related to the various joint
angles by cascading the different homogeneous coordinate
transformation matrices:

P =
5∏

i=0

i
i+1T Z (1)

where i
i+1T denotes the homogeneous coordinate transfor-

mation between frames{i + 1} and {i}. As, in general,
most of the terms of this equation are transcendental, we
will use the fact that the equation:

a cos (θ) + b sin (θ) = c, has solutions

θ = 2 arctan

(
b±

√
a2 + b2 − c2

a + c

)
(2)

This equation will be useful when determining the joint
angles in the inverse kinematics. Notice that the equation
provides two solutions. The desired joint position must be
chosen according to the physical limits of the joint and/or
using additional criteria (e.g. comfort, least change).



i) Positioning the wrist

To move the arm wrist to a given position,P , in space,
we need to determine the corresponding values ofθ1, θ2,
θ3 and θ4. Given the kinematics of our anthropomorphic
arm, the distance,ρ, from the base to the wrist depends
only on θ4. Using Equation (1), the following constraint
holds:

a cos(θ4) + b sin(θ4) = ρ2 − (a2
2 + l22 + l21 + a2

1)

where we have used:{
a = 2(−a2a1 + l2l1)
b = −2(l2a1 + a2l1)

The value ofθ4 is readily obtained applying Equation
(2). To determineθ2, we will use the expression related to
thez component, in Equation (1). This equation provides a
solution forθ2, as well as a constraint onθ3 to ensure that
a solution to Equation (2) exists. Hence, we first define
an initial value for θ3 and solve forθ2. Then, we can
change the value ofθ3, within the prescribed limits, and
re-calculateθ2.

Having calculatedθ4, θ2 and θ3, we now have to
determineθ1. We first move all the terms in Equation (1)
that depend onθ1 andθ2 to the left hand side, yielding:

2
1T

1
0T P = 2

3T
3
4T

4
5T

5
6T Z (3)

From Equation (3), we obtain two transcendental equa-
tions onθ1, each providing two possible solutions forθ1.
The final value forθ1 must be a solution to both equations.

In the beginning,θ3 can be chosen freely, within the
restriction for evaluatingθ2. However, for some choices for
θ3, it may be impossible to solve forθ1 or, more commonly,
the solution obtained may be outside the physical limits of
the robot. When this occurs, a new value must be chosen
for θ3 and the whole process for solving forθ2 and θ1

repeated, until a solution is found. This problem occurs
when we want to reach positions just in in front of the
body. In such a case, we can useθ3 = 90 z

l2
, as an initial

condition.
Given the kinematic structure of of the anthropomorphic

robot arm, we need to use four different joints to reach
the desired position of the wrist. In some sense, this gives
us some redundancy to overcome obstacles or to find
comfortable positions for the arm. However, we are left
with only two degrees of freedom to orient the hand.

ii) Reaching an orientation

In conventional manipulators, the problems of position-
ing and orienting the end-effector are decoupled: the first 3
DOFs allow to position the end-effector and the remaining
3 are used to establish the orientation. The use of an
anthropomorphic arm, in combination with a hand, allows
us to proceed differently. When grasping a tool, attaching
objects, or in many other tasks, the human hand may be
constrained to work on a given plane. It is seldom the case
that a specific orientation is needed. The reason is that
the hand itself provides the extra mobility that might be
necessary.

In our work, we propose to use a process of inverse
kinematics that will fix the orientation of the hand parallel
to a given working plane, allowing the hand to rotate
freely around an axis perpendicular to this plane. For this
approach, we only need two DOFs, the anglesθ5 andθ6.

Let Vπ = [v1v2v3]T be normal to the working plane,Π.
Our problem is then to determine the anglesθ5 and θ6,
such that the hand becomes parallel toΠ.

Let 0
6R represent the orientation of the coordinate frame

{6} with respect to the arm basis,{0}. The columns of06R
are the axes of the frame{6}, expressed in the arm basis
frame. From Figure 2, we can observe that thex−axis of
the frame{6} is perpendicular to the hand palm. Hence,
the problem of keeping the hand palm parallel to the plane
Π can be re-stated as determiningθ5 andθ6, to make the
first column of06R equal toVπ.

0
6R

 1
0
0

 =

 v1

v2

v3


Since0

4R is already known,θ6 andθ5 can be determined
from the equation above, completing the process of deter-
mining the inverse kinematics.

If, in addition to aligning the hand palm with the working
plane, one wants to reach a specific orientation around the
normal to this plane, the value forθ3 must be chosen
accordingly. As this implies searching in one parameter
only, which has a small amplitude, this computation is very
fast. In this case,θ3 can no longer be used as a redundant
DOF when driving the wrist to some specified position.

Figure 3 shows a solution for a vertical working plane
(parallel to the robot torso). The different orientations for
the hand are obtained by choosing different values for
internal/external shoulder rotation (θ3).

Fig. 3. Sequence of movements with the hand moving over a working
plane, and changing the orientations, due to the change ofθ3

III. D ESIGN OF AN ANTHROPOMORPHIC ROBOT HAND

Similarly to what we did with the arm, we start by pro-
viding a concise description of the human hand’s anatomy,
synthesized from [20], followed by the description of our
robot hand.



A. The human hand anatomy

The hand is the organ of the human body that is most
well adapted to prehensile function. The hand is composed
of the palm and digits and is articulated to the forearm by
the wrist (carpus). The palm is a flat surface that serves
as the central support surface to the hand. The digits
are composed of long bones called phalanges arranged
in series continuing each metacarpal ray. The first digit,
called the thumb, is composed of two phalanges; it is the
most mobile of the digits and can oppose to the palm
and the tips of the other fingers when these are flexed.
The remaining four digits each contain 3 phalanges. Axial
rotation (pronation-supination) of the hand occurs as the
more mobile the two long bones of the forearm (the radius)
rotates about the other relatively fixed bone (the ulna). The
length, distribution and mobility of the digits with respect
to the palm give the hand the ability to perform a wide
variety of prehensile tasks.

The articulation connecting the digits to the metacarpals
(MCP joint) allows for motion that is mostly indepen-
dent of each other in flexion-extension and abduction-
adduction (side-to-side motion). The thumb is different
from the fingers in that it contains only 2 phalanges and its
metacarpal bone has a wide range of motion where its base
articulates with the carpus (i.e., thumb carpo-metacarpal, or
CMC, joint). This makes the thumb the most independent
and mobile of the digits. Its architectural and kinematic
complexity separates the hand of man from other primates.
The thumb occupies a special place in the digital pantheon.

The kinematics of the fingers have been approximated
by rigid segments connected by ideal pin joints permitting
ad-abduction and flexion-extension at the MCP joint, and
flexion-extension at the proximal inter-phalangeal (PIP)
and distal inter-phalangeal (DIP) joints.

The kinematics of the thumb are still not well under-
stood. The large range of motion and mobility of the thumb
has led to at least six different models in the literature.

The human hand nominally has 40 muscles classified
as those located in the hand distal to the wrist (intrin-
sic muscles), and those located in the forearm (extrinsic
muscles). Some tendons of the hand are atypical as they
bifurcate or combine before inserting into bone to form
the extensor mechanism (or extensor hood) of the fingers.
The lumbrical muscle is atypical as it both originates
from and inserts onto tendon (the flexor profundus tendon
and the extensor hood, respectively) and has no direct
bony attachment. Mammalian muscle tissue is considered
to produce a maximal stress of35N/cm2, which is a
remarkable force/weight ratio difficult to match artificially.

B. Robot hand design

Our goal is to design an artificial hand capable of
grasping objects and making gestures. Given the complex-
ity of the human hand, we were forced to simplify the
kinematics. In our robot hand, the index finger has three
DOFs. The thumb has two DOFs plus one rotation and
the other fingers have two DOFs. The pinkie and anelar

fingers are mechanically coupled. The abductions were not
implemented. The hand is shown in Figure 4.

Fig. 4. Hand detail. Examples of grasping different objects.

One design constraint was to include all the motors on
the hand. For this reason, we could not afford the space
to use one independent motor for each joint in the fingers.
The index finger is controlled by a single motor that pulls a
tendon to close the finger. The thumb has two motors: one
for rotation and another for closing the thumb by means
of a tendon. The other three fingers have one motor/tendon
mechanism that closes them all together.

At a first glance, the fact that not all the DOFs of each
finger are controlled independently may seem very limit-
ing. However, the finger joints are also strongly coupled in
the human hand. In fact, our design gives some compliance
to the robot hand, and makes the grasp control much easier,
as the fingers adapt automatically to the shape objects.
Without obstacles, the fingers start closing with the MCP
joint. Figure 4 shows the hand grasping different types of
objects.

The use of a single motor and a tendon to close a finger
provides the hand with the ability to passively adapt to
the objects shape. However, we need more proprioceptive
information (in addition to motor shaft position) to know
the state of the hand. The thumb, little and anelar fingers
have one potentiometer as a position sensor, the middle and
index have two potentiometers. In order to interact with
objects, we installed pressure sensors in several places of
the hand to measure contact forces.

IV. H EAD

The robot was equipped with a binocular robotic head
[21], previously developed in our lab. It has four degrees
of freedom: neck rotation, head elevation and independent
eye vergence (see the kinematics in Figure 2). Manual ad-
justments can be made to align the vergence and elevation
axes of rotation with the cameras optic centers. The inter-
ocular distance can also be modified manually.

Table II shows the Modified Denavitt-Hartenberg param-
eters for the Medusa head.



Joint ai−1 αi−1 di θi

1 0 0 0 pan
2 -a -90 0 tilt
3 0 -90 0 verg

TABLE II

MODIFIED DENAVITT-HARTENBERG PARAMETERS OF THEMEDUSA

HEAD.

Let 2P denote the3D coordinates of pointP , expressed
in the eyes coordinates. If we denote byAP , the coordi-
nates of this point expressed in the arm base coordinate
system, the following relation holds:

AP = A
HT 0

1Th
1
2Th

2P

where the head-arm transformation,A
HT , is given by:

A
HT =


0 0 1 −27
−1 0 0 0
0 −1 0 29.6
0 0 0 1


This transformation allows to coordinate the head with

the arm. Suppose that the arm is pointing towards the point
0P = [x y z 1]T . This point can be represented in eye
coordinates as:2P = [ed 0 0 1]T , where ed denotes the
distance from the eye to the point. This equation can be
used to determine thepan andtilt angles to allow the head
to look towards the same point.

Figure 5 shows several images where the head looks
directly to the wrist, illustrating the head-arm coordination.

Fig. 5. Head/Hand Coordination example.

V. I MITATION

We will now show the ability of the robot to imitate the
gestures, made by a person. These gestures will consist of
arm movements in the air. Therefore, we need to track the
demonstrator’s arm, model the position and simultaneously
reproduce the gesture with the robot arm. In this section
we will present all the necessary steps to do this.

A. Vision system

Let M = [X Y Z]T denote a 3D point expressed in
camera coordinates. Then, with an orthographic camera

model,M is projected ontom = [u v]T , according to:

m = PM[
u
v

]
= s

[
1 0 0
0 1 0

] X
Y
Z

 (4)

where s is a scale factor that can be estimated placing
a segment with sizeL fronto-parallel to the camera and
measuring the image sizel (s = l/L).

In order to model the arm position we have three steps
of segmentation: background, person and hand.

The background is estimated by considering the intensity
of each pixel, as a gaussian random variable, during initial-
ization. We need about 100 frames to make a good model.
After this process, we can estimate the probability of each
pixel being part of the background. In order to increase the
robustness of segmentation to illumination variations, we
useRGB color scheme normalized with the blue channel.

The position of the person is estimated by template
matching. A simple template allows to detect the We
used pulleys of different radii in order to have the pinkie
finger closing first. position of a person within an image.
By scaling the template we can estimate the size of the
person and the scale parameter,s, of the camera model.
In addition, if we need to detect if the person is rotated
with respect to the camera, we can scale the template
independently in each direction, and estimate this rotation
by the ratio between the head height and shoulder width.

To detect the hand, we used a skin-color segmentation
process. Figure 6 shows a result of hand segmentation.

Fig. 6. Vision system. Left: original image. Right: background segmen-
tation with human (the frame corresponds to the template matching) and
hand detection.

B. Action-Level Imitation

If we assume that the movement of the hand is con-
strained to a plane or that the depth changes are small,
we can use a simple view-point transformation to estimate
the position of the person [22]. The system is able to
imitate the tutor in real-time. Results are shown in Figure
7. When approaching singularities, the arm may exhibit
some strange behavior. Nevertheless, this problem occurs
only when the arm is aligned with the first joint, after which
the shoulder moves upwards.

VI. CONCLUSIONS

We have presented the design of a (upper torso of a)
humanoid robot consisting in a head, arm and hand. The



Fig. 7. Imitation of a persons movements

design goal was to build an experimental platform for re-
search in imitation, learning and visuomotor coordination.

Research on imitation or visuomotor coordination in
humanoid robotics is often hampered by the absence of
adequate (and reasonably priced) experimental platforms.
Most commercially available robot arms do not minimally
meet the necessary criteria for this research.

We have shown that the anthropomorphic design may
allow us generate more natural arm movements, by suitable
defining the inverse kinematics. The additional flexibility
arises from the anthropomorphic, integrated arm-hand de-
sign. In addition to providing the design options both for
arm and hand, we present results on head-arm coordination
and vision-based imitation, in real-time, to illustrate the
usage of our robot.

We think that this research platform is very flexible and
offers an extremely rich setup for research purposes. Since
we believe that it may be of interest to many other research
groups, we are currently considering the possibility of
making it available to other laboratories around the world.
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